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Abstract

Generation IV nuclear reactors are a vital tool for meeting the future demand of renewable energy. Heat
exchangers are a key component for the functioning of these systems and heat transfer correlations
are a widely employed tool in safety analysis and reactor design. Experimental and numerical research
to find these correlations for different geometries and working fluids remains an active area of research.
Due to the properties of the coolants and possible conditions within the heat exchangers, turbulent
flows and freezing of coolant are feasible in multiple generation IV systems in transient conditions.
Thus accurate heat transfer correlations covering both turbulence and freezing are highly relevant for
the realisation of this new generation of nuclear power plants. This thesis aims to contribute to the
available methods for determining heat transfer correlations for application in generation IV nuclear
reactors.

To this end, aGPU-accelerated double distribution function Lattice Boltzmann (GPU-DDF-LB)model
was implemented. A filter matrix (FM) collision operator was implemented for momentum flow. For the
evolution of the total enthalpy distribution function, an optimal two-relaxation-time (OTRT) collision op-
erator was compared to a thermal FM operator. The implementation of a thermal FM operator with a
seven speed velocity scheme has not yet been presented in literature. Tests were performed for heating
and freezing simulations in laminar flow and heating simulations in turbulent flow. A preliminary cal-
culation of the heat transfer correlation for turbulent flow of lead-bismuth eutectic in an asymmetrically
heated channel was performed.

In the laminar flow regime the results of the current model closely matched analytical solutions in the
case of single sided heating. The operators for thermal flow showed similar results. In the case of tran-
sient freezing, the FM operator performed better than the OTRT operator. The FM operator produced
a stable ice layer that relatively closely matched the analytical solution. The OTRT operator produced
a more ragged ice layer with a large error compared to the analytical solution. Stability tests showed
increasing the Reynolds number leads to large fluctuations and instabilities for both operators. These
effects are found to decrease with decreasing Prandtl number and decreasing maximum numerical flow
velocity.

The GPU implementation allowed direct numerical simulations of turbulent channel flows to be con-
ducted within a time frame of several hours up to several days. The statistics of the turbulence produced
by the FM collision operator for momentum flow shows good agreement to benchmark results. In the
turbulent flow regime, the FM operator for thermal flow also performed better than the OTRT operator.
It was found that both operators can reproduce average temperature profiles for asymmetrical heating
with reasonable accuracy. However, both collision operators produced unphysical temperature fluc-
tuations. The fluctuations produced by the OTRT operator were roughly five times larger than those
produced by the FM operator. These fluctuations have been characterised and their influence in the
case of single sided heating has been analysed. The unphysical fluctuations influence the fluctuating
temperature field, making the results for both operators inaccurate. The results of the FM operator
could be improved by applying a correction, whereas the results of the OTRT operator remained very
inaccurate.

Finally a preliminary calculation of the heat transfer correlation for lead-bismuth eutectic flowing
turbulently in a channel, asymmetrically heated with a constant wall temperature was performed. The
results give lower Nusselt number values compared to correlations for pipe flow, which coincides with
results from literature for constant wall heat flux. A stronger dependence of the Nusselt number on the
Peclet number is observed compared to pipe flow, which is unexpected. More research is needed to
asses the validity of the obtained correlation.

i



Preface

This master thesis represents the completion of my two year MSc. Applied Physics at the Technical
University of Delft. I would like to thank my supervisor Martin Rohde, for accepting me into the research
group of Reactor Physics and Nuclear Materials and for supervising my work over course of the last
year.

Only during the first year of my masters, did I acquire the interest in nuclear physics and transport
phenomena. It was triggered and stimulated by teachers such as Martin Rohde and his colleagues at
the Reactor Institute, who in this way have been instrumental in my academic and personal develop-
ment. I feel very fortunate to have been given the opportunity to combine these new found interests
with my interest in numerical simulations, and to dedicate the final research of my academic career to
a very small part of the greatest global problem of our time. The Msc. Applied Physics has provided
me the opportunity to learn what I wanted to learn and allowed me to discover which direction I want
to take.

This year has by no means been without challenge, and I would not have been able to complete it
without the help of those aroundme. I want to extendmy gratitude to my fellow students and researches
of the RPNM research group. Although I spend much of this year working from Amsterdam, coming to
the Reactor Institute and meeting people in the same ordeal as myself was always good for morale. I
want to thank Anand for his help with the LB boundary conditions and Celeke and Thorben, who did
research upon which I could build my own.

I want to thank all my friends and family who have helped me keep my spirits up during the past year.
Lisa showed me that although her research into the representation of sensuality in Sex and the City
could not lie further from my own topic, the grind of writing a master thesis in universally shared among
disciplines. Daniel, both friend and fellow physics student, with whom I worked closely on parts of the
numerical work and discussed all the highs and lows of the last two years. My girlfriend Stephanie, who
has supported me and was always ready to listen to me when I was up or down and without whom I
could not have finished this work. And all others who have in some way, shape or form helped me to
keep smiling.

Mees Wortelboer
Amsterdam, July 2023

ii



Contents

Abstract i

Preface ii

Nomenclature v

1 Introduction 1
1.1 Generation IV Liquid Metal and Molten Salt Systems . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Lead-cooled Fast Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Molten Salt Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Sodium-cooled Fast Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Previous Research on Heat Transfer Correlations . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Lattice Boltzmann Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Theoretical Background 6
2.1 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.1 Mass and Momentum Conservation . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Energy Conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Non-dimensional Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1 Characteristics of Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Turbulence Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Kinetic Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.1 Boltzmann Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Parallel Programming on Graphical Processing Units . . . . . . . . . . . . . . . . . . . . 11
2.5.1 Parallel Programming using CUDA . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.2 Three Hierarchies of NVIDIA GPU’s . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Numerical Methods 15
3.1 Lattice Boltzmann Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.1 Discretizations & Velocity Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2 Lattice Boltzmann Equation - Collision & Streaming . . . . . . . . . . . . . . . . 16
3.1.3 Thermal Lattice Boltzmann Methods . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Collision Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Filter-Matrix Operator for Momentum Flow . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Collision Operators for Thermal Flow . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.1 Solid Walls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Hydrodynamic Inlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.3 Thermal Inlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.4 Outlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.5 Phase Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4 GPU Accelerated Lattice Boltzmann Method . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 The Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.5.1 Initialisation and Main Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5.2 Collision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.3 Propagation and Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . 27

iii



Contents iv

4 Laminar Flow 28
4.1 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Poiseuille Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.2.1 Analytical Solution and Initialisation . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.3 Local Nusselt Number for Heating in Forced Convection . . . . . . . . . . . . . . . . . . 31
4.3.1 Initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.4 Transient Freezing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5 A Note on the Stability of the Thermal Flow Models . . . . . . . . . . . . . . . . . . . . . 36
4.6 Laminar Benchmark Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Turbulent Flow 39
5.1 Parallel Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2 Turbulent Channel Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2.1 Initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 Low Re Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2.3 High Re Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2.4 Turbulence Benchmark Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.3 Thermal Benchmark in Turbulent Channel Flow . . . . . . . . . . . . . . . . . . . . . . . 45
5.3.1 Constant Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3.2 Single Sided Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3.3 Thermal Benchmark in Turbulent Flow Conclusion . . . . . . . . . . . . . . . . . 48

5.4 Heat Transfer Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4.1 Initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6 Conclusion 52
6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

References 55

A Thermodynamic Properties 62
A.1 Water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
A.2 Lead-bismuth Eutectic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

B Ice Layer Development 63



Nomenclature

Symbols

Symbol Definition Unit
ci discrete lattice velocity ls/lt
cs lattice speed of sound ls/lt
Cp specific heat capacity J/kgK
Dh hydraulic diameter m
Eik, Eki filter matrices
E error
f body force N/m3

fi density distribution function
feq
i discrete equilibrium density distribution function
fl liquid fraction
g body force acceleration m/s2

gi enthalpy distribution function
geqi discrete equilibrium enthalpy distribution function
H total enthalpy J/kg
h sensible enthalpy J/kg
hc heat transfer coefficient W/m2K
H channel half-height m
L macroscopic length scale m
N number of [subscript]
P pressure Pa
T temperature K
t time s
T relaxation time lt
u velocity m/s
u, v, w x, y, z velocity components m/s
uτ wall shear velocity m/s
U macroscopic velocity scale m/s
q′′ conductive heat flux J/m2

α thermal diffusivity m2/s
αk moment space solution vector for fi
βk moment space solution vector for gi
∆t lattice time step
∆x lattice spacing
λ thermal conductivity W/mK
ν kinematic viscosity m2/s
ρ density kg/m3

τ stress Pa
Ωi discrete collision operator 1/s
ω vorticity 1/s
ωi weight of velocity vector

v



Contents vi

Abbreviations

Abbreviation Definition
D3Q7 three dimensional seven speed velocity set
D3Q19 three dimensional nineteen speed velocity set
DDF Double Distribution Function
DNS Direct Numerical Simulations
FM Filter Matrix
GPU Graphical Processing Unit
LBE Lead-Bismuth Eutectic
LBM Lattice Boltzmann Method
MRT Multiple-Relaxation-Time
OTRT Optimal-Two-Relaxtion-Time
RMS Root-Mean-Squared
SRT Single-Relaxation-Time
TRT Two-Relaxation-Time

Non-Dimensional Numbers

Symbol Definition Formula
B ratio bulk viscosity to kinematic viscosity ζ/ν
Gz(x) local Graetz number RePrDh/x
Nu Nusselt number hcL/λ
Pe Peclet number UL/α
Pr Prandtl number ν/α
Re Reynolds number UL/ν
Reτ wall shear Reynolds number uτH/ν
t+ time tuτ/H
u+ velocity u/uτ

z+ channel height zuτ/ν



1
Introduction

Global energy consumption has been rapidly increasing over the course of the last century and is
expected to keep growing [1]. The need for carbon free energy production can not be understated.
While carbon free sources of energy, such as wind, solar and hydro power are an active are of research
and development, these resources generally do not produce a stable power output and are not yet
able to cover the entire world energy demand. In the recent IPCC reports on the possible scenario’s
regarding climate change, increase in energy production by nuclear power plants is mentioned as an
important part of all scenario’s that keep the temperature increase below 2.0 oC in 2060 [2].

Nuclear power production is an area of constant development. Since the worlds first nuclear power
plant became operational in 1951 [3], researches have continued to devise ways of making nuclear
reactors safer and more efficient. The most promising nuclear energy systems that are currently being
designed are referred to as ’generation IV nuclear reactors’. These reactors are designed to excel in
safety and reliability and reduce long-lived waste production, making nuclear power cleaner, safer and
economically more attractive. The Generation IV International Forum (GIF) is a collaboration between
thirteen countries and the European Union to coordinate global efforts to realise this next generation
of nuclear energy systems [4]. Six systems were selected: the Gas-cooled fast reactor (GFR), the
Lead-cooled fast reactor (LFR), the Molten salt reactor (MSR), the Supercritical-water-cooled reactor
(SCWR), the Sodium-cooled fast reactor (SFR) and the Very-high-temperature reactor (VHTR).

Heat transfer processes in fluid flows play a central role in the functioning of all of these reactor
designs. A core component of any nuclear reactor is the heat exchanger. These components transfer
the heat generated in the core to secondary and tertiary circuits, where heat is converted to electrical
power or potentially used directly in industrial processes. Elaborate analysis of heat exchangers and
the hydro- and thermodynamical processes therein, through both numerical and experimental work is
a crucial part of the safety analysis and design process for generation IV nuclear reactors [5]. Heat
transfer correlations are a widely employed tool to approximate heat flux between a fluid and a surface.
They generally depend on the geometry of the flow, the properties of the working fluid and the operating
conditions. While laminar flow characteristics can be calculated using analytical methods with few
assumptions, turbulent flows require experimental data or numerical simulations [6]. Accurate heat
transfer correlations allow the complex physical processes to be captured inmuch simpler mathematical
expressions, greatly aiding design processes.

This thesis aims to contribute to the available methods for determining heat transfer correlations
for application in generation IV LFR, SFR and MSR design and safety analysis. To this end research
has been done on the development of a numerical model capable of simulating turbulent thermal flows
through channels, incorporating freezing effects. The selected numerical scheme is the Lattice Boltz-
mann Method (LBM). The remainder of this chapter provides a brief overview on history and previous
research on the relevant topics. Section 1.1 gives a brief introduction to a selection of generation IV
systems, after which section 1.2 provides an overview on previous research on heat transfer correla-
tions. Section 1.3 then gives an introduction to LBM. Finally section1.4 formulates the goals and the
research questions for the present work.
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(a) (b) (c)

Figure 1.1: Schematics of (a) the Lead-cooled Fast Reactor [7], (b) the Molten Salt Reactor [8] and (c) the Sodium-cooled Fast
Reactor [9]

1.1. Generation IV Liquid Metal and Molten Salt Systems
The generation IV nuclear energy systems are selected for their potential to meet standards set in the
areas of sustainability, economics, safety/reliability and proliferation resistance [4]. The LFR, MSR and
SFR systems make use of a primary coolant which is solid under ambient conditions. This section
serves as a short introduction into these systems.

1.1.1. Lead-cooled Fast Reactor
The LFR (figure 1.1a) utilizes a fast neutron spectrum and is cooled by molten lead or lead-bismuth
eutectic (LBE). Lead and lead-bismuth have excellent cooling properties, while exhibiting low neutron
absorption or moderation tendencies. Both substances are chemically inert, liquid at normal operating
temperatures, thus eliminating the need for high pressurisation, have a very high boiling point and
are abundant in nature. These attributes allow better resource utilisation, longer core life, effective
burning of minor actinides and and open fuel pin spacing, which are all important factors in achieving
sustainability, proliferation resistance, fuel cycle economics and enhanced passive safety mechanisms
[7] [10].

Lead-cooled reactor technologies have been under research for more than 50 years. During the
period from mid 1960s until 1990s the Soviet Union and later the Russian Federation gained significant
industrial and operational experience with lead or lead-bismuth eutectic (LBE) cooled reactors. 12
reactors and 15 reactor cores were deployed in this period, with a focus on reactors for submarine
propulsion. The Russian programme represents roughly 80 reactor-years of operating experience [11].
Modern research efforts include the BREST-OD-300 by the Russian Federation [12], ELFR by the
European Union [13] and the SSTAR by the United States [14].

1.1.2. Molten Salt Reactor
In the MSR (figure 1.1b) the fuel is dissolved in a liquid lithium fluoride salt. Some advantages of liquid
fuel are homogeneity of the fuel, heat production directly in the heat transfer fluid, possibility to easily
reconfigure the geometry of the fuel to switch between optimized power production and storage with
a passive cooling system based on natural circulation and the possibility to reprocess the fuel without
stopping the reactor [15]. The candidate fuel mixtures of the MSR are liquid under normal operating
temperatures, removing the need of pressurisation and increasing safety similarly to the LFR.

The first experimental research on MSR technologies go back to the 1960’s in the United states.
In the Oakridge National Laboratory the Molten Salt Reactor Experiment ran from 1965 up to 1969,
logging more than 13 thousand hours at full power in this short period of time and acting as a prove
of concept [16]. In the United Kingdom a large lead-cooled fast MSR using plutonium fuel dissolved in
chloride salt was designed and experiments where undertaken from 1968 to 1973, after which funding
was terminated [17]. In the 2014 Roadmap the GIF stated that much work is needed on molten salt
technology before demonstration reactors are operational. The SAMOSAFER consortium [18] presents
the efforts of the European Union in this regard. It aims to develop and demonstrate safety barriers
for the MSR. Their objective is to ensure the MSR complies with all safety regulations near 2050. Sev-
eral commercial initiatives exist, such as the Dutch start-up Thorizon [19] or the Danish Copenhagen
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Atomics [20]. Construction of the Chinese experimental TMSR-LF1 reactor [21] was started in 2018
and was reported to have been concluded only 3 years later. Recently an operating licence for this
experimental reactor was granted by the Chinese government [22].

1.1.3. Sodium-cooled Fast Reactor
The SFR (figure 1.1c) makes use of liquid sodium as the primary and secondary coolant. This allows a
high power density with a low coolant volume fraction. Sodium reacts chemically with water and air, thus
the SFR requires a sealed coolant system and oxygen-free environment. The oxygen-free environment
prevents corrosion of the components. Important safety features include a reasonablemargin to coolant
boiling, a long thermal response time and a primary system that operates near atmospheric pressure
[9].

Much of the SFR technology stems from former fast reactor programmes. The Dounreay Fast
Reactor [23], located in Dounreay United Kingdom, started operation in 1960 and became the first fast
spectrum nuclear reactor to supply electricity to a national power grid. It closed down in 1977, shortly
after the Prototype Fast Reactor [24], also located in Dounreay, was connected to the national grid and
become the worlds second connected fast spectrum reactor. The PFRwas shut down in 1994. Both the
DFR and the PFR systems were sodium cooled. Other examples of prototype SFR’s that contributed
to the current SFR knowledge are the Phénix and Super Phénix (France), the EBR-II (United States),
the Monju (Japan) and the BN-600 (Russia) [25]. Of these systems, only the BN-600 is still in operation.
Modern research efforts for SFR’s include the Prototype Generation IV SFR (PSFR) by the Republic of
Korea [26], the Japan SFR (JSFR) [27], the European SFR (ESFR) [28] and programmes in the United
States [29].

These three generation IV systems utilize a coolant which is liquid under normal operating temper-
atures, but solid under ambient conditions. While this eliminates the need for core pressurization and
allows for passive safety measures such as a freeze plug emergency draining system [30], it can lead
to problems in transient conditions, such as the start-up, shut-down or in case of accidents. As temper-
atures drop below the freezing temperatures of the coolants, these fluids may start to freeze in valves or
the heat exchangers, causing blockages and potentially damage the systems [31] [11]. Turbulent flows
are feasible in heat exchangers for both molten salt and liquid metal coolants [5] [32], thus analysis of
turbulent flows through heat exchanger geometries incorporating transient freezing is an important area
of research for safety and efficiency analyses of generation IV nuclear reactors. Accurate heat transfer
correlations for the relevant working fluids under specific operating conditions will be an important tool
for the design of the nuclear reactors of the future. The next section will give an introduction of previous
research on these topics.

1.2. Previous Research on Heat Transfer Correlations
Because of their practical importance heat transfer correlations have been actively researched of the
course of the last century. This section provides an overview of some important works. In 1933 the first
method for correlating forced convective heat transfer and pressure drop was proposed by Colburn
[33] where he linked the Nusselt number (Nu) to the Reynolds (Re) and Prandtl (Pr) number for a
wide range of both parameters. Since then much work has been done analytically, experimentally and
numerically for various fluids and flow conditions to provide more detailed correlations. In 1978 Shah
and London [34] published an extensive work on analytically obtained expressions for heat transfer
correlations for laminar flow through pipes and square ducts geometries. Their expressions match
found empirical relations [35] [36] [37] with good accuracy. A systematic summary of these relations is
presented in [38].

For turbulent flows more work has been done for circular pipe geometries compared to channel
geometries. Dittus and Boetler [39] proposed a simple correlation for highRe andmedium to high Pr for
pipes. Barnes and Jackson [40] performed heat transfer experiments in turbulent pipe flowswith several
gasses for a wide range ofRe. Their expression for airflow was numerically tested with satisfying results
[41]. Gnielinski made several contributions to the field proposing correlations and interpolation methods
for the transitional turbulent regime [42] [43] [44]. More recently Taler [45] proposed correlations for Pr
ranging from 0.1 to 1000 and Re ranging from 103 to 106, achieving good results compared to literature
and simple expressions. For symmetric heating in channel and square duct flow several correlations
are presented [46] [47] [48] [49]. An extensive overview of these works is presented by David et al.
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in [6]. In the same paper, David et al. present a correlation for asymmetrical heating. The proposed
correlation in the above mentioned researches all consider fluids with Pr ranging O(0.1) to O(100).
Liquid metals however are known to have lower Pr, leading to different heat transfer behaviour. Rhus
different correlations are needed.

The number of published works regarding heat transfer in liquid metals is relatively low, but recently
more interest is seen in the topic in light of the research into liquid metal cooled reactors. In [50],
[51] and [52] heat transfer to liquid metals in tube bundles were investigated. Cheng and Tak [53]
investigated turbulent heat transfer to LBE flows in circular tubes, specifically for nuclear applications.
Taler [54] proposes several new correlations for Pr ranging from 10−4 to 10−1 and Re ranging from 103

to 106, extending his earlier work. His correlations correspond well to experimental data. An overview
of empirical work with twelve different metals in a variety of geometries is presented in [55].

The presented studies do not consider the freezing of liquid metals in turbulent flows. Little work can
be found on the the combination of freezing and turbulence. Recently phase-change emulsions have
attracted attention and work has been done in this context [56] [57] [58]. However, the consistency of
these emulsions and its applications are not applicable to target fluids for the generation IV systems.
Gilpin et al. [59] present work on the instability of an ice-water interface in the presence of turbulent
flow. Shibani and Özisik [60] present work on the steady-state freezing of high Pr liquids in pipes.
However, generally accepted heat transfer correlations for the target fluids of the generation IV systems
in turbulent flow under phase change conditions have yet to be proposed. The development of a
versatile numerical model for the calculation of heat transfer correlations in forced convective turbulent
channel flows incorporating freezing will therefore be a contribution to the current state of knowledge
and aid in the design of the next generation of nuclear reactors.

1.3. Lattice Boltzmann Method
The Lattice Boltzmann Method is a numerical method for simulating fluid flows that has gained attention
in the recent years as an alternative to conventional Navies-Stokes based CFD methods. Fluids are
described as populations of particles moving through space and colliding with other populations. Due
to a relatively simple basic algorithm, the LBM is a very versatile method for simulating a variety of flow
situations [61]. Recent applications of the LBM include flows through porous media [62] [63], dendritic
solidification [64] [65], and turbulent flows with Direct Numerical Simulations (DNS) [66] [67], Large-
Eddy Simulations with various subgrid models [68] [69] and RANS methods [70] [71].

Another major advantage of LBM over conventional CFD solvers is its inherent parallelizability. Due
to the structure of the algorithm, local and non-local processes are naturally uncoupled, allowing rela-
tively straight forward implementation on massively parallel computational architectures like Graphical
Processing Units (GPU) [72] [73]. These factors are the main driving force behind the increased interest
taken in LBM in recent years.

All the before mentioned papers use either single-relaxation-time (SRT) or the multiple-relaxation-
time (MRT) methods for modelling the inter particle collisions. SRT models are simple to implement
but suffer from instabilities for low viscosity [74]. MRT models are more stable but require the selection
of free parameters that significantly influence the result. Since there is no straightforward method to
determine these parameters this is a significant downside of MRT models [61]. Two methods that more
stable than SRT methods but more straightforward to implement are the two-relaxation-time (TRT) [75]
method and the filter matrix (FM) method [76] [77] [78]. The present research uses the FM method for
momentum flow and compares the performance of an Optimal TRT (OTRT) method to that of a FM
method for thermal flow, combining these in two distinct GPU accelerated double distribution function
Lattice Boltzmann (GPU-DDF-LB) models

Both the tested methods for thermal flow have not yet been tested on freezing problems in three-
dimensional (3D) forced convective flows. The TRT method employed was adapted from [75], who
tested it for solid-liquid phase change in laminar natural convective flows in a square cavity. The FM
method was developed very recently by Besseling [79], who tested it for solid-liquid phase change in
two-dimensional (2D) laminar natural convection. It was later used by Bus [80] who simulated forced
convective freezing of eutectic and non-eutectic fluids in 2D laminar forced convection. Both methods
have not yet been implemented on forced convection in 3D, laminar or turbulent. Neither the TRT
or the FM method has been implemented to run on a GPU. To contribute to the current standing of
the LBM knowledge, the present work tests the performance of both methods by simulating 3D forced
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convection driven laminar and turbulent flows in a GPU based algorithm.

1.4. Thesis Goals
The goal of this thesis is to contribute to the determination of heat transfer correlations for nuclear
applications. Fluids of interest are liquid metals (low Prandtl number) and molten salts (high Prandtl
numbers). To this end, the aim is to develop a versatile and computationally efficient double distribution
function Lattice Boltzmann (DDF-LB) model for simulating turbulent thermal flows under the influence
of solid-liquid phase change. The following research questions were formulated.

1.4.1. Research Questions
1. Methodology

• How can a DDF-LB model in combination with a source-based enthalpy scheme for solid-
liquid phase change be implemented on a GPU to perform direct numerical simulations of
turbulent thermal flows within a reasonable time frame?
– What are necessary changes to the algorithm for implementation on a GPU?
– What are suitable input parameters and boundary conditions?
– How much does the GPU implementation decrease computational cost compared to a
CPU implementation?

• How do the OTRT and FM collision operators perform in combination with the source based
enthalpy method to simulate freezing in turbulent forced convection?

2. Heat transfer correlations

• How does the Nusselt number depend on the Reynolds and Prandtl number in a turbulent
channel flow in the presence of single sided freezing for low and high Pr fluids?

1.4.2. Outline
This concludes the introductory chapter. To test the developed algorithm and answer the research
questions, benchmark cases are simulated and the results evaluated. The rest of this report will have
the following structure:

• Theoretical Background discusses the fundamental physics governing the problems under con-
sideration. The basic theory of parallel programming on GPU’s is also discussed.

• Numerical Methods covers the specifics of the numerical methods used in the algorithm. The
basics of LBM will be covered, followed by the specific implementation of the used collision opera-
tors, boundary conditions and the adjustments to the algorithm necessary for the GPU algorithm.
This chapter concludes with a step-by-step overview of the algorithm.

• Laminar Flow presents the results of the performed benchmark cases in the laminar flow regime.
The development to Poiseuille flow is discussed, followed by the addition of the thermal models
in calculating local heat transfer in single sided heating. Finally the performance of the models for
transient freezing is shown. The results are compared to analytical solutions found in literature.
Findings on the influence of boundary conditions and input parameters are also discussed.

• Turbulent Flow presents the results of the benchmark cases performed in the turbulent flow
regime. First the performance of the momentum flow model is shown and compared to estab-
lished benchmark results from literature. After which the performance of the thermal flow models
is evaluated using another established benchmark case from literature. Finally a preliminary
calculation of the heat transfer correlation of LBE flowing turbulently through an asymmetrically
heated channel is performed.



2
Theoretical Background

This chapter is dedicated to the fundamental theory that is important for simulating thermal flows and
phase change processes in forced convection. Section 2.1 covers the continuum description of fluid
flow and thermal flow, arriving at the Navier-Stokes equations for fluid flow and the total enthalpy equa-
tion for thermal flow. After this, section 2.2 gives an overview of the most important non-dimensional
numbers for this research. In section 2.3 the turbulent flow regime is discussed. Section 2.4 then deals
with the description of fluids at a different scale by introducing the basics of kinetic theory, which is
where the LBM has its origins. Finally section 2.5 moves away from physics and goes into the impor-
tant theoretical and physical concepts of parallel programming on graphical processing units.

2.1. Governing Equations
The central topics of this research are part of the fields of fluid mechanics and thermodynamics. These
fields are concerned with describing fluids on a macroscopic scale. It would in principle be possible
to describe the behaviour of a fluid by calculating the individual motion of its molecules. However,
the average manifestation of these motions is more important for the macroscopic behaviour of the
fluid and knowing the exact state of each particle is an unnecessary level of detail for most purposes.
When the molecular density and region of interest is sufficiently large, the fluid can be described as a
continuum and macroscopic properties such as density, velocity, pressure and temperature are defined
everywhere and continuous. This continuum approximation is valid when the Knudsen number, defined
as

Kn = l/L, (2.1)
where l is the molecular mean free path and L is the length scale of the region of interest, is much
smaller than unity. For water at room temperature l = O(−12), thus for most situations this is a good
approximation to make [81]. Using the continuum approximation, conservation laws can be formulated
for mass, momentum and energy. This section gives an overview of these equations

2.1.1. Mass and Momentum Conservation
Conservation of mass is described by the continuity equation. The rate of change of the mass in a
control volume is equal to the mass flow rate over it’s boundaries. Neglecting the presence of sources
or sinks, such as fission processes, this is gives

∂ρ

∂t
+∇ · (ρu) = 0, (2.2)

where ρ is the fluid density and u is the fluid velocity [82].
Assuming conservation of momentum, the rate of change of momentum in a control volume is

equal to the flow of momentum over its boundaries, body forces working on the element and stresses
working on the boundaries of the element. Assuming an incompressible medium, this is described by
the Cauchy momentum equation [82]:

ρ

(
∂u

∂t
+ (u · ∇)u

)
= ∇ · σ + f , (2.3)

6
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where σ is the stress tensor and f is the body force per unit volume. For incompressible flow of
Newtonian fluids the stress tensor simplifies greatly and the Cauchy momentum equation reduces to
the Navier-Stokes momentum equation:

∂u

∂t
+ (u · ∇)u = −1

ρ
∇P + ν∇2u+ g, (2.4)

where P is the pressure, ν is the fluids kinematic viscosity and g is the sum of the body force accelera-
tions working on the fluid element [81].

Together with the continuity equation, this set of 4 equations is known as the incompressible Navier-
Stokes equations. In combination with an appropriate set of boundary conditions and an initial condition
these equations are in principle enough to completely determine the evolution of a flow field in a defined
volume as a function of time [83]. In practice however, the nonlinear nature of the momentum equations
makes it extremely difficult to find analytical solutions for flow problems in all but the simplest cases
[84]. This will be discussed further in section 2.3.

2.1.2. Energy Conservation
Similarly to mass and momentum, a conservation equation can be formulated for the internal energy of
a system. For the purposes of describing phase change, total enthalpy is a convenient description of
the energy of a system. The total enthalpyH is a combination of the sensible enthalpy h and the latent
heat L. The sensible enthalpy h is a form of internal energy often used in phase change problems,
defined as

dh = CpdT, (2.5)

where Cp is the specific heat capacity of the fluid and T is the temperature. Generally Cp depends
on the phase of the material and T . The rate of change of the sensible enthalpy of a system, without
considering viscous dissipation or shock waves, is described by [85]

ρ
∂h

∂t
+ ρu · ∇h = −∇ · q′′ + q′′′, (2.6)

where q′′ is the conductive heat flux over the boundary and q′′′ is a volumetric heat source.
During phase transitions intermolecular bonds are formed or broken. The energy associated with

solid-liquid phase change is called the latent heat L. The total enthalpy is defined as

H ≡ h+ flL, (2.7)

where fl is the liquid fraction at each point in the domain. The conservation equation for total enthalpy
can be derived from equation (2.6). In this derivation it is assumed that the source term accounts for
the change in L, the density of the material is approximately constant for each phase, the specific
heat is approximately constant for each phase and the advection of latent heat is negligible. This last
assumption means changes in fl can be incorporated in the time derivative only. These assumptions
lead to the following equation for total enthalpy [86],

∂Hk

∂t
+ u · ∇hk = ∇ · (αk∇hk), (2.8)

where α is the thermal diffusivity of the material and the superscript k denotes the phase of the material.
By solving this equation, the temperature and liquid fraction are tracked in tandem, meaning the phase
interface is naturally tracked.

Now that the governing equations have been introduced, the next section will cover the most impor-
tant non-dimensional numbers describing fluid and thermal flows. These numbers will play an important
role in this thesis.

2.2. Non-dimensional Numbers
In the fields of fluid mechanics and thermodynamics non-dimensional numbers play an essential role.
They allow the description of processes independent of physical scales. In the field of computational
physics they are a tool for describing processes when certain parameters are subject to numerical
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constraints. This will become apparent in the chapter about the LBM. In the present work the three
most important non-dimensional numbers are the Reynolds number Re, the Prandtl number Pr and
the Nusselt number Nu. This section gives an introduction of these quantities.

The Reynolds number Re is a dimensionless quantity that helps to predict certain patterns of the
flow. It gives a measure for the ratio of the inertial forces versus the viscous forces and is defined as

Re =
UL
ν

, (2.9)

where U and L are a characteristic velocity and length scale of the flow. A small value of Remeans the
flow is dominated by viscous forces. This regime is called the laminar flow regimewhich is characterised
by parallel and symmetric motions. A large value of Re means the flow is dominated by inertial forces.
This regime is called the turbulent flow regime, characterised by chaotic and swirling motions [83]. This
will be further discussed in the next section.

Re can be formulated using different characteristic velocities and length scales. A formulation that
is often used in turbulence research is the so-called wall shear Reynolds number Reτ . It is defined
using the wall shear velocity. For channel flow the wall shear velocity is defined as

uτ =

√
τs
ρ

=
√
gH, (2.10)

where τs is the averaged wall shear stress, g is the acceleration in the flow direction and H is the
channel half-height [83]. The second expression comes from the stationary macroscopic force-balance
in a channel. The wall shear Reynolds number is now defined as.

Reτ =
uτH
ν

. (2.11)

The Prandtl number Pr is a material property giving the ratio between momentum transport and
heat transport capacities of a fluid. It is defined as

Pr =
ν

α
. (2.12)

A low Pr means heat conducts quickly through the fluid compared to the rate of momentum transfer by
viscous effects. This typically indicates effective thermal transport. Thus for heat transfer applications
low Pr fluids, such as liquid metals, are desirable [87].

The Nusselt number Nu describes the ratio between convective heat transfer and conductive heat
transfer at a fluid boundary. It is defined as

Nu =
hcL
λ

, (2.13)

where hc is the heat transfer coefficient and λ is the thermal conductivity. For a static fluid Nu = 1, as
there are no convective mechanisms other than pure conduction. A high value of Nu indicates that
convective mechanisms are effectively transporting heat away from the surface, indicating efficient heat
transfer [88].

These three non-dimensional quantities lie at the heart of heat transfer correlations. With Re de-
scribing the flow properties and Pr describing the molecular transport capabilities of the fluid, heat
transfer correlations are generally of the form Nu = f(Re, Pr). This allows correlations to be used
independent of physical dimensions across different fields of physics and engineering.

Now that the most important non-dimensional numbers for heat transfer in fluid flows have been
discussed, the next section is dedicated to the description of the flow regime characterised by high Re
values: turbulence.

2.3. Turbulence
To discuss heat transfer in turbulent flows it is important to have an understanding of the phenomenol-
ogy of turbulence and the methods to measure it. This section will give a brief introduction to the
characteristics of turbulence and the statistics used to quantify it.
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Turbulence is a so-called ’ill-posed problem’: tiny variations in the initial and boundary conditions can
lead to radically different behaviour of the system. Thus to completely predict the flow, these conditions
need to be known with infinite accuracy. Because realistic initial and boundary conditions can only be
known with finite accuracy, it is not possible to exactly know the flow behaviour at any given time. This
unpredictability comes from the nonlinearity of the governing equations, specifically the (u · ∇)u term,
and is one of the defining properties of turbulent flows [83]. This section goes deeper into the properties
of turbulence. First a phenomenological description of turbulence is given, after which the statistical
tools used to measure and quantify turbulence are discussed.

2.3.1. Characteristics of Turbulence
Besides their unpredictable nature, turbulent flows have several characteristics that distinguish them
from laminar flows. This section will explore these characteristics from a phenomenological point of
view.

It is readily observed that turbulent flows consist of many swirling structures called vortices. The
largest vortices are referred to as the macrostructure. The macrostructure is determined by the flow
geometry and velocity and scales with U and L. As Re ≫ 1 for turbulent flows, viscous effects are
negligible at this scale and the macrostructure is independent of Re. The swirling motions of the
macrostructure make turbulent flows highly effective in lateral transport. Quantities such as concen-
tration and temperature are transported by the macrostructure and mixed quickly throughout the fluid
domain [81]. Turbulence can therefore be a very effective mechanism for heat transfer.

Another characteristic of turbulent flows is that they dissipate kinetic energy. From experience we
know that a stirred cup of coffee will quickly transition from highly energetic chaotic flow to more regular
motions and ultimately to no motion. This dissipation happens through a process called the energy
cascade. The biggest vortices become unstable and break up into smaller vortices. This process
repeats itself until finally the vortices become so small that viscous effects become dominant and kinetic
energy is dissipated through friction into heat. This scale is referred to as themicrostructure. The length,
time and velocity scales of the microstructure can be constructed from the viscosity ν and the rate of
kinetic energy dissipation ϵ. These scales are known as the Kolmogorov scales and are given by

η =

(
ν3

ϵ

)1/4

, Tk =
(ν
ϵ

)1/2
, V = (νϵ)

1/4
. (2.14)

The micro- and macrostructure scales are related through [83]

L
η

∼ Re3/4. (2.15)

2.3.2. Turbulence Statistics
Because of the chaotic and fluctuating nature of turbulence a detailed description of the flow is of little
importance, since it is impossible to reproduce. Luckily, for most applications it is not necessary to know
these details and statistics are used to describe turbulence and it’s effects. This section will give an
overview of the turbulence statistics used in this research to assess the accuracy of simulation results.

Averages and Non-dimensionalisation
A central tool in the statistical description of turbulence is Reynolds decomposition. A quantity ϕ is
decomposed in an average and fluctuations

ϕ = ϕ+ ϕ′, (2.16)

where the overline denotes the average and the apostrophe denotes fluctuations. The average is the
so-called ensemble average. This average is taken over multiple realisations of the same turbulence
experiment. It is defined as

ϕ = lim
N→∞

1

N

N∑
i=1

ϕ(i), (2.17)

where the i denotes a single experiment.
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Fully developed turbulence is a statistically stationary process. This means average quantities do
not change with time. Based on the ergodicity hypothesis it can be assumed that for a fully developed
turbulent flow, the time average is the same as the ensemble average [83]. To collect the statistics
needed for the current research, the ensemble average can be constructed from a set of instantaneous
flow fields sufficiently separated in time. Several quantities are calculated in this manner to assess the
reliability of the simulation results. The ensemble average of a quantity ϕ can then be calculated as

ϕ =
1

Np

Np∑
p

ϕ(p), (2.18)

where p denotes a probe: a single instantaneous flow field where the quantity is measured and saved.
For the comparison to simulation results from literature, the flow quantities are non-dimensionalised

using the wall shear velocity (2.10). The non-dimensional length, time and velocity are defined as

z+ =
zuτ

ν
, t+ =

tuτ

H
, u+ =

u

uτ
. (2.19)

Statistical Quantities
The first quantity used in this research is the mean streamwise velocity as a function of height. It is
calculated as

u =
1

NpNxNy

Np∑
p

Nx∑
x

Ny∑
y

u. (2.20)

For this quantity approximate analytical solutions exist in 2 regions near the wall. In the viscous sublayer,
the region closest to the wall where viscous effects dominate and turbulent stresses are negligible, the
average streamwise velocity follows

u+ = z+. (2.21)

In a region closer to the core the average streamwise velocity follows

u+ = 2.5ln(z+) + 5.5. (2.22)

The region where this holds is called the logarithmic layer [83].
To quantify the flow fluctuations two quantities are used: the turbulent intensities and the Reynolds

stress. The turbulent intensities are the average root-mean-squared (RMS) fluctuations of the velocity
fields, defined as

u′
i,RMS =

√
u′
iu

′
i. (2.23)

The Reynolds stress is defined as
τRe
ij = u′

iu
′
j . (2.24)

This quantity arises when performing Reynolds decomposition (2.16) on the Navier-stokes equation
(2.4) and can be interpreted as the transport in the j-direction of momentum per unit mass in the i-
direction.

Finally, the RMS vorticity fluctuations are calculated, which provide a measure for the intensity of
the swirling motions in the flow. Similar to the RMS velocity fluctuations they are calculated using

ω′
α,RMS =

√
ω′
αω

′
α. (2.25)

Having discussed the characteristics of turbulence and the statistical tools to measure it, the focus
now shifts to a different method of describing fluids: kinetic theory, which is the origin of the numerical
method used in this research.



2.4. Kinetic Theory 11

Figure 2.1: Three scales of describing fluids. From left to right: microscopic, mesoscopic and macroscopic

2.4. Kinetic Theory
The Lattice Boltzmann Method has its origins in the kinetic theory of gasses. This section gives a brief
overview of the basic principles and central quantities within kinetic theory. It is a method of describing
fluid flow on the mesoscopic scale (see figure 2.1). The central quantity is the particle distribution
function f(x, ξ, t), which describes the number of molecules at each point in space x, moving with
velocity ξ, at each moment in time t. It can be seen as the generalisation of macroscopic density, taking
into account microscopic particle velocity [89]. By taking the moments of f macroscopic properties of
a system can be recovered:

ρ(x, t) =

∫
f(x, ξ, t)dξ, (2.26)

ρ(x, t)u(x, t) =

∫
ξf(x, ξ, t)dξ. (2.27)

An important concept in kinetic theory is that of the equilibrium distribution function feq(x, ξ, t). This
captures the fact that a system will always evolve toward thermodynamic equilibrium if left undisturbed
for a long enough time.

2.4.1. Boltzmann Equation
Time evolution of the distribution function is described by the Boltzmann equation:

∂f

∂t
+ ξβ

∂f

∂xβ
+

Fβ

ρ

∂f

∂ξβ
= Ω(f), (2.28)

where index notation is used and Fβ/ρ is the specific body force. The first two terms on the left hand
side represent the convection of f , the third term on the left hand side represents f being affected by
external forces. Ω(f) is the collision operator. This term represents the change in f due to inter-particle
collisions . Collision operators must respect conservation constraints such as mass and momentum
conservation, and ensure f evolves towards local equilibrium feq.

By taking the moments of equation (2.28) the macroscopic conservation equations, such as equa-
tion (2.2) and equation (2.3), can be recovered. This shows that the Boltzmann equation can be used
to describe macroscopic behaviour of a fluid[61].

This concludes the discussion of Kinetic Theory. The next section moves away from physics and
goes into the specifics of parallel programming on Graphical Processing Units.

2.5. Parallel Programming on Graphical Processing Units
Direct Numerical Simulations of turbulent flows as performed in this research are notoriously compu-
tationally expensive. The small length and time scales of the microstructure require large numbers of
spatial nodes and time steps, making such simulations highly memory and time consuming. Parallel
programming is an effective and widely employed method to increase simulation speeds. A Graphical
Processing Unit (GPU) is a type of processor specifically designed for this purpose. Originating from
specialized graphics processors for video games, nowadays GPU’s are widely used in many fields of
science for high performance computing [90]. This section serves as an introduction to parallel pro-
gramming on GPU’s. It focuses on the Compute Unified Device Architecture (CUDA) programming
language specific for NVIDIA GPU’s. Section 2.5.1 covers the basics of CUDA programming, after
which section 2.5.2 discusses three important hierarchies inherent to CUDA and NVIDIA GPU’s.
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2.5.1. Parallel Programming using CUDA
Parallel programming denotes algorithms written in such a way that they can be broken down into parts
that can be executed simultaneously on multiple processor cores. When executed correctly this greatly
increases computation speed. GPU’s are systems specifically designed for parallel computations. They
consist of thousands of cores, connected through several different forms of memory. Individually these
cores are less powerful and versatile compared to conventional CPU cores and only have a limited
amount of fast access memory available. An algorithm that efficiently makes use of GPU’s parallel
capabilities is therefore essential for high performance computing purposes.

The CUDA programming language is specifically designed for writing algorithms for NVIDIA GPU’s.
The algorithms are launched from the CPU, also called the host. It is broken down into kernels, which
represent segments of code to be run in parallel on the GPU, also called the device. The host and the
device have separate memory spaces. Because kernels can only access and change values stored in
the device memory, the host and the device have to communicate information back and forward. This
communication is very slow and should be minimized [91]. The general outline for a CUDA algorithm
is then:

1. Initiate the system on host.
2. Store the initial state in device memory.
3. Perform system evolution steps on the device.
4. Send system state back to host for data processing.

Besides minimizing host-device communication, there are several factors important for writing fast
code. The next section discusses three hierarchies of NVIDIDA GPU’s that are important to understand
for algorithm efficiency.

2.5.2. Three Hierarchies of NVIDIA GPU's
An algorithm that efficiently makes use of GPU’s parallel capabilities is essential for high performance
computing purposes. To this end it is important to understand the way CUDA code interacts with the
GPU hardware. This section discusses three hierarchies that play an important role in this process.

Software Hierarchy
As discussed earlier a CUDA kernel represents a segment of code that can be run in parallel. The
computational domain on which the kernel is to be executed, e.g. a spatial domain, is divided into
three parts: threads, blocks and grids (figure 2.2). This is done in order to control the memory access
pattern and the order of execution [91].

• Threads: a single execution unit of a kernel
• Blocks: a group of threads that are executed in parallel
• Grid: an ensemble of blocks representing the entire computational domain on which the kernel
is executed

When invoking a kernel, the number of threads per block, tpb, and the number of blocks per grid,
bpg, have to be specified. Inefficient block and gridsizing can have a negative effect on computation
speed [92].

Figure 2.2: Schematic depiction of the division of a computational domain into a grid, blocks and threads.
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Figure 2.3: Schematic depiction of an NVIDIA GPU, showing division into streaming multiprocessors and cores and indicating
locations of different forms of memory memory.

Memory Hierarchy
Within NVIDIA GPU’s, different forms of memory with different characteristics exist. The different forms
of memory are presented here ordered by thread access speed, starting with the fastest form of memory
[91]:

• Register memory: Thread specific cache memory. It is located right next to the core and there-
fore very fast to access. It is however very limited in size.

• Shared memory: Block specific memory, accessible for reading and writing data by every thread
in the same block. Comparable in speed to register memory. It is generally limited in size.

• Constant memory: Fast, read-only memory accessible by all threads in a grid. Typically on the
same speed as register and shared memory.

• Global memory: Main memory store of a GPU, accessible for reading and writing by all threads
across different kernels. Large amount of storage but slow to access by threads.

• Local memory: Thread specific part of global memory. Same operating speed as global memory.
This part of memory is used by threads when register memory is full.

The implementation of these different forms of memory has significant influence on the speed of an
algorithm. Caution should be taken when using shared or global memory, as these are accessible by
all threads for reading and writing. Because threads are executed without a specific order, incorrect
implementation can lead to so-called race conditions. This problem arises when a thread overwrites
a value that still had to be used by another thread or when the results of computations are combined
while one of the parts was not yet finished.

Another important concept in memory use is memory coalescence. This refers to the fact that con-
secutive threads in a block access consecutive memory locations. When this is implemented correctly
it allows several memory access requests to be grouped into one big request, significantly increasing
the memory throughput of a GPU algorithm [72].

Hardware Hierarchy
Where threads, blocks and grids are the programmers perspective, there exists a similar hierarchy
from the hardware perspective, which is visualised in figure 2.3. An NVIDIA GPU consists of multiple
Streaming Multiprocessors (SM’s). These key components are responsible for the parallel execution
and data management. Several blocks are assigned to one SM. Each SM contains warp schedulers.
These components divide the threads in a block into groups of 32, called warps, and schedules them
for execution. The warp scheduler takes warps and divides the threads over the available CUDA cores
contained in the SM, until all cores are occupied. All threads in a warp are executed at the same
time. For this reason blocks should always contain a multiple of 32 threads, such that maximum core
occupancy is achieved [92]. The analogy to the software hierarchy is then:

• Cores: execute single threads.
• Streaming Multiprocessors: execute multiple blocks. A SM contains up to several thousand
cores.
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• GPU: Complete hardware system. A GPU contains several SM’s.

From these hierarchies four guidelines for writing fast algorithms can be distilled:

1. Minimize communication between the host and the device. Generally this communication should
only occur when data needs to be stored for post processing.

2. Wherever possible register or shared memory should be used in favor of local and global memory.
Due to the limited size and potential race conditions, this can however prove to be difficult.

3. Data should be structured in such a way that memory accesses are coalesced.
4. The number of threads per block should always be a multiple of 32. This ensures the blocks can

be divided into an integer number of warps which in turn ensures maximum core occupancy.

How these guidelines are implemented in the present code will be further discussed in the next chapter.
This concludes the theoretical background for this thesis. Having started with the fundamental gov-

erning equations describing fluid flows and thermal flows in section 2.1, section 2.2 moved on to cover
the most important non-dimensional numbers. In section 2.3 the turbulent flow regime was discussed,
touching on characteristics and statistical tools. From this the focus was shifted to an overview of Ki-
netic Theory from which the LBM originates in section 2.4. Finally the chapter concludes with section
2.5, where the fundamentals of parallel programming on NVIDIA GPU’s were discussed. The topic
of the next chapter is the specifics of the numerical method used in the present work for simulating
thermal flows and phase change processes in turbulent flows.



3
Numerical Methods

The Lattice Boltzmann Method was chosen as the numerical method for simulating turbulent thermal
flows incorporating freezing effects. This chapter covers the basic theory of the LBM for momentum flow
and thermal flow, and the implementation of the specific LBM schemes used. In section 3.1 the tran-
sition is made from kinetic theory to LBM and the key aspects of the LBM algorithm will be introduced.
Sections 3.2 and 3.3 then cover the specific collision operators and boundary conditions implemented
in this research. Next the adjustments needed for the GPU implementation are discussed in section
3.4. Finally section 3.5 gives an overview of the entire algorithm developed for this study.

3.1. Lattice Boltzmann Basics
This section covers the basics of the Lattice Boltzmann Method. The step from kinetic theory to LBM is
explained, stepping from the physical into the numerical domain and arriving at the Lattice Boltzmann
equation. First the discretizations and velocity sets, together with basics of LBM applied to momentum
flow are discussed. After this the two fundamental steps of the LBM algorithm are discussed. Finally
the application of LBM to thermal flow problems is discussed.

3.1.1. Discretizations & Velocity Sets
In section 2.4 the particle distribution function f , and the Boltzmann equation (2.28) were introduced.
This allows one to track the evolution of f through time under influence of a flow. To solve equation
(2.28) numerically, f must be discretised in Cartesian space, time and velocity space. This creates
discrete spatial nodes separated by ∆x, discrete time steps ∆t, and a set of discrete velocities {ci}.
The standard choice for lattice units in LBM is ∆x =1 ls, ∆t =1 lt and [ci] = ls/lt, where ls and lt are
’lattice spacing’ and ’lattice time step’ respectively. The resulting scheme is denoted by DdQq, where
d is the number of spatial dimensions and q is the number of discrete velocities [94]. The velocity sets
D3Q7 and D3Q19, which are used in this research, are shown in figure 3.1.

(a) (b)

Figure 3.1: Velocity vectors for the D3Q7 (a) and the D3Q19 (b) velocity schemes. Obtained from [93] and [61] respectively.
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Each velocity vector has a weight ωi associated with it. The weights of the D3Q7 and D3Q19 are
given by

ωi =

{
1/4 if i = 0,

1/8 if i ̸= 0,
(3.1)

ωi =


1/3 if i = 0,

1/18 if 0 < i < 7,

1/36 if i ≥ 7.

(3.2)

Another important quantity that can be derived from the velocity vectors and weights is the lattice speed
of sound cs, which is calculated with ∑

i

ωiciacib = c2sδab, (3.3)

where a and b are the spatial dimensions and δab is the Kronecker delta. This gives a value of cs = 1/2
ls/lt for the D3Q7 set and cs = 1/

√
3 ls/lt for the D3Q19 set. The speed of sound links the pressure

to the density as
P = c2sρ. (3.4)

The discretised distribution function with a DdQq velocity set now describes a total of q populations
at each lattice point. The particle distribution function corresponds to the macroscopic density and
momentum as ∑

i

fi(x, t) = ρ(x, t), (3.5)

∑
i

cifi(x, t) = ρu(x, t). (3.6)

The equilibrium distribution function for momentum flow is also discretised

feq
i = ωiρ

(
1 +

ci · u
c2s

+
(ci · u)2

2c4s
− u · u

2c2s

)
. (3.7)

3.1.2. Lattice Boltzmann Equation - Collision & Streaming
Performing these discretisations on equation (2.28) leads to the Lattice Boltzmann equation for mo-
mentum flow:

fi(x+ ci∆t, t+∆t) = fi(x, t) + ∆tΩi(x, t). (3.8)

Equation (3.8) describes two processes that happen during each time step. The collision operator
Ωi models the effect of collisions between particles and locally redistributes the particles among the
populations. This is called the collision process. These collisions must obey the conservation laws,
such that ∑

i

Ωi = 0,
∑
i

ciΩi = f . (3.9)

This process contains the computationally expensive calculations. After this, populations propagate
from one lattice node x to a neighbouring node x+ ci∆t. This is called the streaming, or propagation
process [61]. This step is computationally inexpensive, as it only consists of redistributing populations
over the lattice. These two processes make up the core of the LBM algorithm. A schematic depiction of
the LBM time step is given in figure 3.2. The split between locality (collision) and non-locality (streaming)
and the fact that the computationally expensive processes all happen locally makes the LBM very
suitable for implementation on parallel computation systems [95].

Through a method known as the Chapman-Enskog analysis [97] it can be shown that equation
(3.8) corresponds to the Navier-Stokes equations up to second order accuracy. The key is to find the
non-equilibrium contribution to the distribution function

fi = feq
i + fneq

i . (3.10)

Central to this method is the perturbation expansion of fi around feq
i

fi = feq
i + ϵf

(1)
i + ϵ2f

(2)
i + h.o.t., (3.11)
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Figure 3.2: Schematic depiction of the two core steps of the LBM algorithm [96]. Particles are locally redistributed among
populations in the collision step and then propagated to neighboring lattice nodes in the streaming step.

where ϵ is a kind of order of smallness parameter, and the first order Taylor expansion of equation (3.8)

∂fi
∂t

+ ci · ∇fi = Ωi. (3.12)

Expanding the time and spatial derivatives up to second order and substituting (3.11), an expression
for fi is found

fi = feq
i − ρνωi

(
(ci · ∇)(ci · u)

c4s
− (1 +

2

D
−B)

∇ · u
c2s

)
, (3.13)

whereD is the number of spatial dimensions and B = ζ/ν represents the ratio of the lattice bulk viscos-
ity to the lattice kinematic viscosity. Using this expression for fi and the conservation constraints on
the collision operator (3.9) the Navier-Stokes equations can be recovered up to second order accuracy
[98]. Having neglected the higher order terms places a limit on the maximum velocity in LBM, as these
h.o.t. seize to be negligible for high velocities. In general the maximum velocity in simulations must not
exceed 0.12 ls/lt [61].

3.1.3. Thermal Lattice Boltzmann Methods
There are essentially two ways of solving heat flow with LBM. The first method is the Multi-Speed (MS)
model, where an extra velocity component is added so that the hydrodynamic and thermodynamic gov-
erning equations are recovered from a single distribution function [99]. The advantage of this approach
is that the coupling between the governing equations, i.e. viscous dissipation and compression work,
are inherently included. A disadvantage is instability [100]. Also, the standard cubic lattices, such as
the D3Q19 lattice, are no longer sufficiently accurate [61]. For this reason these models are not often
used.

A more successful technique in terms of accuracy and stability is the Double Distribution Function
(DDF) method [101]. As the name suggests the idea is to introduce a second distribution function
gi(x, t) to describe the flow of heat through the domain, which obeys the Lattice Boltzmann equation
for energy flow

gi(x+ ci∆t, t+∆t) = gi(x, t) + ∆tΩi(x, t). (3.14)

The energy distribution function is collided and streamed separately from fi and any coupling processes
must be explicitly defined in the collision step. In the present work this method is used and the enthalpy
approach for simulating thermal flow was chosen, such that gi corresponds to the total enthalpy via∑

i

gi = H. (3.15)

The advection-diffusion equation (2.8) can again be recovered using the Chapman-Enskog analysis. A
simple linear equilibrium distribution function can be assumed [61]

geqi = ωiH

(
1 +

ci · u
c2s

)
. (3.16)

Finding the expression for the non-equilibrium distribution lead to the following expression for the total
distribution function [102]

gi = geqi − ωiα
ci · ∇H

c2s
. (3.17)
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As discussed in section 2.1.2 the enthalpy formulation inherently tracks both the temperature and
the phase transition. The temperature and liquid fraction are calculated from the total enthalpy with

T =


H/Cp,s if H < Hs,

Ts +
Tl−Ts

Hl−Hs
(H −Hs) if Hs ≤ H ≤ Hl,

Tl +
H−Hl

Cp,l
if Hl < H,

(3.18)

and

fl =


0 if H < Hs,
H−Hs

Hl−Hs
if Hs ≤ H ≤ Hl,

1 if Hl < H,

(3.19)

where Ts, Tl are the solid and liquid temperatures respectively. For pure materials these have the same
value. Hs = Cp,sT andHl = Hs+L are the solid and liquid enthalpy. Thus 3 phases exist: solid, mushy
and liquid. Material properties differ for these phases and need to be specified. In the mushy zone the
thermal conductivity and specific heat are calculated with

λm = (1− fl)λs + flλl, (3.20)

and
Cp,m = (1− fl)Cp,s + flCp,l. (3.21)

Because this study deals with eutectic materials, the mushy zone is a very thin numerical region.
TheDDFmethod is employed in the current study with the D3Q19 scheme for the particle distribution

function fi and the D3Q7 scheme for the enthalpy distribution function gi. Now that the basics of LBM
have been covered, the next section dives deeper into the specifics of the collision operators that were
implemented for the purpose of simulating turbulent thermal flows.

3.2. Collision Operators
This section goes deeper into the collision operators used in this research. As discussed in the previous
section, collision operators model the effects of local inter particle collisions. The simplest form is the
so-called BGK operator, named after Bhatnagar, Gross and Krook who introduced it in 1954 [103]. For
momentum flow it is formulated as

Ωi = − 1

T
(fi − feq

i ), (3.22)

where T is called the relaxation-time. Physically it describes the tendency of the populations to evolve
towards the equilibrium distribution feq

i . This operator is also called the single-relaxation-time (SRT)
operator as it relaxes all populations at the same rate [61]. The relaxation time is related to the fluid vis-
cosity when used for the density distribution or thermal diffusivity when used for the energy distribution.
Through the Chapman-Enskog analysis it can be shown for the BGK operator that

Tf =
ν

c2s
+

1

2
, (3.23)

and
Tg =

α

c2s
+

1

2
. (3.24)

Several authors have shown that the stability of the BGK operator deteriorates when T approaches
0.5 [104] [105] [106]. This happens for low values of the viscosity or thermal diffusivity. Furthermore the
accuracy of the BGK operator is dependent on T [61]. For simulating turbulent flows, it is necessary
to simulate low ν and α fluids to achieve high Re, while keeping the maximum lattice velocity below
0.12 ls/lt and limiting the channel height in ls. The BGK operator is therefore ill-suited to the task.
Other collision operator have been proposed to overcome these unwanted effects, such as the Two-
Relaxation-time (TRT) operator, the Multiple-Relaxation-Time (MRT) operator and the Filter Matrix (FM)
operator.

Implementation of the MRT operator involves the selection free parameters that significantly influ-
ence the simulation accuracy and stability, for which there is no straightforward method. This is a major
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downside of the MRT operator [61]. Implementation of the TRT operator is similar in simplicity to the
BGK operator, while improving stability. The FM operator chooses a different approach, also eliminat-
ing the selection of many free parameters and improving stability in low ν simulations. Therefore the
latter two of these improved operators are chosen in favor of the MRT operator in the present work.
Their performance to simulate heat transfer in turbulent channel flow is investigated.

3.2.1. Filter-Matrix Operator for Momentum Flow
A collision operator that shows superior stability compared to the SRT operator is the filter-matrix op-
erator. It was first introduced by Somers in [76] in 2 dimensions for the D2Q9 scheme. Eggels and
somers [77] later showed that it can also be used for scalar transport. More recently it was extended
to 3 dimensions for the D3Q19 scheme by Zuo and Zhong [78].

The FM method is defined on a staggered grid,

fi

(
x+

ci∆t

2
, t+

∆t

2

)
− fi

(
x− ci∆t

2
, t− ∆t

2

)
= Ωi(fi), (3.25)

which gives a pre-collision and a post-collision distribution function. By performing a Taylor expansion
around fi(x, t) and substituting the expression for fi from the Chapman-Enskog analysis (3.13) an
expression for the collision operator in terms of physical parameters is found

Ωi = ρωi

(
(ci · ∇)(ci · u)

c2s
−∇ · u+

ci · g
c2s

)
. (3.26)

From the expansions of the regular LB equation (3.12) and the staggered LB equation the following
expression for the distribution function on the staggered grid can be found

fi

(
x± ci∆t

2
, t± ∆t

2

)
= fi(x, t)±

∆t

2
Ωi. (3.27)

Filling in the expressions for fi (3.13) and Ωi (3.26) gives an expression for the pre- and post collision
distribution functions in terms of physical parameters and lattice velocity vectors

fi

(
x± ci∆t

2
, t± ∆t

2

)
= ωiρ

(
1 +

ci · u
c2s

+
(ci · u)2

2c4s
− u · u

2c2s

)
− ...

ρνωi

(
(ci · ∇)(ci · u)

c4s
− (1 +

2

D
−B)

∇ · u
c2s

)
± ...

∆t

2
ρωi

(
(ci · ∇)(ci · u)

c2s
−∇ · u+

ci · g
c2s

)
.

(3.28)

This expression can be rewritten as a matrix multiplication

fi

(
x± ci∆t

2
, t± ∆t

2

)
=
∑
k

ωiE
19
ik α

±
k (x, t), (3.29)

where E19
ik is the filter matrix and α±

k denotes the pre- and post-collision solution vector in moment
space. The pre- and post-collision distribution functions can be transformed to moment space via the
reverse operation

α±
k (x, t) =

∑
i

E19
ki fi

(
x± ci∆t

2
, t± ∆t

2

)
, (3.30)

where ωiE
19
ik = (E19

ki )
−1. The filter matrix and solution vectors for the density distribution function in the

D3Q19 scheme are given by [78]

E19
ki =



1, cix, ciy, ciz, 3c
2
ix − 1, 3c2iy − 1, 3c2iz − 1, 3ciyciz, 3cixciz,

3cixciy, 3cix
(
c2iy − c2iz

)
, 3ciy

(
c2iz − c2ix

)
, 3ciz

(
c2ix − c2iy

)
,

cix
(
3c2iy + 3c2iz − 2

)
, ciy

(
3c2ix + 3c2iz − 2

)
,

ciz
(
3c2ix + 3c2iy − 2

)
, 3
(
2c2ix − c2iy − c2iz

) (
|ci|2 − 1.5

)
3
(
c2iy − c2iz

) (
|ci|2 − 1.5

)
, 3 |ci|2

(
|ci|2 − 2

)
+ 1



T

, (3.31)
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α±
k =



ρ
ρ(u±∆tgx/2)
ρ(v ±∆tgy/2)
ρ(w ±∆tgz/2)

3ρu2 + ρ(−6ν ±∆t)∂xu+ (2− 3B)ρν∇ · u
3ρv2 + ρ(−6ν ±∆t)∂yv + (2− 3B)ρν∇ · u
3ρw2 + ρ(−6ν ±∆t)∂zw + (2− 3B)ρν∇ · u

3ρvw + ρ(−3ν ±∆t/2)(∂yw + ∂zv)
3ρuw + ρ(−3ν ±∆t/2)(∂xw + ∂zu)
3ρuv + ρ(−3ν ±∆t/2)(∂xv + ∂yu)

T±
k , k = 10, ..., 15

F±
k , k = 16, 17, 18



. (3.32)

The high-order terms are determined by

α+
10−15 = −γ1α

−
10−15, (3.33)

α+
16−18 = −γ2α

−
16−18. (3.34)

B is set to 3 and γ1,2 are chosen as 0.8 and 0.95 respectively [78].

3.2.2. Collision Operators for Thermal Flow
For the enthalpy distribution function, two collision operators are used and their performance is com-
pared. The first operator is the Optimal Two-Relaxation-Time (OTRT) operator proposed by Lu et al.
[75] to deal with solid-liquid phase change in natural convection. This operator has not yet been im-
plemented in forced convective flows. The second operator is the FM-operator for thermal flows. This
operator has been implemented by Eggels and Somers [77] for scalar transport in the D2Q9 scheme.
To the authors knowledge this is the first time it is applied to enthalpy transport in the D3Q7 scheme.

Optimal Two-Relaxation-Time Operator
Lu et al. [75] proposed an optimal two-relaxation-time (OTRT) operator specifically for the energy
distribution function in solid-liquid phase change problems, to increase the accuracy of the SRT operator
but maintain its simplicity of implementation. They based it on an SRT operator proposed in [107] and
showed its increased performance for conduction melting and natural convection melting.

Themain idea is to split the distribution function and equilibrium distribution function into a symmetric
and anti-symmetric part. These are relaxed at different rates, introducing a second relaxation time:

Ωi(x, t) = − 1

Ts
[gsi (x, t)− gseqi (x, t)]− 1

Ta
[gai (x, t)− gaeqi (x, t)] , (3.35)

where
gseqi =

geqi + geqj
2

, gaeqi =
geqi − geqj

2
. (3.36)

j is defined as the opposite velocity direction as i, i.e. cj ≡ −ci. The antisymmetric relaxation time Ta
is related to the fluid properties

λ

ρCp,r
= c2s(Ta − 0.5)∆t. (3.37)

Here Cp,r is a reference specific heat capacity introduced to account for the difference in specific heat
capacity for different phases. It’s value is set as the harmonic mean of specific heat of the solid phase
Cp,s and the liquid phase Cp,l:

Cp,r =
2Cp,sCp,l

Cp,s + Cp,l
. (3.38)

Tuning the symmetric relaxation time allows for better stability and accuracy, with the optimal stability
achieved when [108]

1

Ts
+

1

Ta
= 2. (3.39)
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The equilibrium distribution function is altered such that the latent heat is contained only in the static
population

geqi =

{
H − Cp,rT + ωiCp,rT if i = 0,

ωiCpT
(

Cp,r

Cp
+ ci·u

c2s

)
if i ̸= 0

(3.40)

The collision step is now given by

g∗i = gi −
1

Ts
(
gsi − gseqi

)
− 1

Ta
(
gai − gaeqi

)
, (3.41)

where ∗ denotes the post-collision distribution function.

Filter-Matrix operator for Solid-Liquid Phase Change
To perform the collision step on the enthalpy distribution function, a method is employed which was
first used in the master thesis of Besseling [79] for phase change in natural convective flows and later
in the master thesis of Bus [80] for simulating non-eutectic phase change in laminar forced convective
flows.

The distribution function is split into the sensible part gsi and a latent part gli. The latent heat is
considered to only be a part of the static population:

gi = gsi + gli, (3.42)

gli = [fLL, 0, 0, 0, 0, 0, 0]
T. (3.43)

Because latent heat does not diffuse, this can be done without introducing significant errors. The
collision step is then performed only on the sensible enthalpy. Themacroscopic variables are calculated
before the collision step from the total enthalpy distribution function gi using equations (3.18) and (3.19).

After the macro variables are extracted and the latent heat is subtracted from the static population,
gsi is collided in the same manner as the filter matrix method for momentum flow. The collision operator
for the enthalpy distribution takes the form [102]

Ωi = ωici · ∇h. (3.44)

This then leads to the following expression for the pre- and post-collision distribution functions in terms
of the physical parameters

gsi

(
x± ci∆t

2
, t± ∆t

2

)
= ωi

[
h

(
1 +

ci · u
c2s

)
−
(
α

c2s
± ∆t

2

)
(ci · ∇h)

]
, (3.45)

which is again rewritten as a matrix multiplication

gsi

(
x± ci∆t

2
, t± ∆t

2

)
=
∑
k

ωiE
7
ikβ

±
k (x, t), (3.46)

with the reverse operation

β±
k (x, t) =

∑
i

E7
kigi

(
x± ci∆t

2
, t± ∆t

2

)
. (3.47)

The matrices and solution vectors for the D3Q7 scheme are

E7
ki =

[
1, cix, ciy, ciz, 4c

2
ix − 1, 4c2iy − 1, 4c2iz − 1

]T
, (3.48)

β±
k =


h

hu+ −8α±∆t
8 ∂xh

hv + −8α±∆t
8 ∂yh

hw + −8α±∆t
8 ∂zh

T±
4 , T±

5 , T±
6

 . (3.49)

The higher order terms in (3.49) are set to zero. After collision the latent heat is re-added to the static
population. Now that all collision operators implemented for the present study have been discussed.
The next section will go into detail about the treatment of the boundaries of the computational domain.
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3.3. Boundary Conditions
Consistent boundary conditions are of key importance for any numerical simulation. In LBM boundary
conditions come down to finding consistent formulations for the unknown populations that stream into
the domain. It was observed that inlet and outlet effects had a significant influence on the fluid and
energy flow results and therefore several different techniques were implemented. In this section differ-
ent methods that were investigated in this research are described. First the conditions at the wall are
described in section 3.3.1, after which the inflow conditions are treated in 3.3.2 and 3.3.3. Then the
outflow conditions are treated in 3.3.4 and finally the treatment of the phase interface is discussed in
3.3.5.

3.3.1. Solid Walls
The hydrodynamic boundary condition at any solid-liquid interface is the no-slip condition, which states
that the fluid velocity at the interface must be zero. The so-called bounce back (BB) method is the most
widely adopted method for this in LBM. The half-way bounce back (HBB) method is a second-order
accurate variation of the BB method and is used in this research.

In the HBB method populations that point at the wall before the streaming step are reversed in
direction during the streaming step:

fi(xb, t+∆t) = f∗
j (xb, t), (3.50)

where cj = −ci and ∗ denotes the post-collision population. This effectively puts the solid boundary
half way in between the last domain node xb and the first virtual solid node, making the HBB method a
so-called link-wise method [61].

For the energy distribution a Dirichlet condition was employed, specifying a value for the enthalpy
at the wall and leading to a constant wall temperature. This is achieved by the anti-bounce-back (ABB)
method, another link-wise method. The ABB method for a static wall is given by the following formula
[61]

gi(xb, t+∆t) = −g∗j (xb, t) + 2ωjhwall. (3.51)
The sensible enthalpy hwall is used here because in the current FMLB method the latent heat is con-
tained in the 0-population only, which is not streamed to other nodes.

3.3.2. Hydrodynamic Inlet
Perhaps the simplest inlet-outlet combination are periodic conditions. The populations leaving over
the outlet boundary re-enter the domain at the inlet. This effectively makes an infinitely long channel.
The advantage of this technique is the lack of unknown populations. Because every population was
calculated using the physical models inside the domain, inlet and outlet effects are not present. The
downside is the need to match the inlet and outlet to avoid discontinuities in the domain. This means
the channel cannot have an entrance region.

A Dirichlet condition on the velocity at the inlet can be implemented using an altered form of the BB
method. It corresponds to implementing a moving wall at the inlet and is implemented as

fi(xb, t+∆t) = f∗
j (xb, t)− 2ωjρwall

cj · uwall

c2s
. (3.52)

The wall density can be approximated by the boundary density or obtained from extrapolation. No
notable difference was observed in this research.

3.3.3. Thermal Inlet
Twomethods for establishing a constant inlet temperature where implemented. The first one is the ABB
method also used for the constant wall temperature in section 3.3.1. For a boundary with non-zero flow
velocity, this method is implemented as follows [61]

gi(xb, t+∆t) = −g∗j (xb, t) + 2geqj (xwall, t+∆t). (3.53)

The second method that was adopted was proposed by Liu et al. in [109]. The unknown populations
at the boundary are made functions of known populations and correction terms

gi(xb, t) = g•i (xb, t) + ωiG, (3.54)
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where the superscript • indicates a known distribution and G is the corrector to enforce the specified
value for the inlet enthalpy. Liu et al. tested several options for g•i and observed no differences in
accuracy. In the current research the post-collision distribution was used. The value for the correctors
G can then be calculated from the current enthalpy H•, the wanted enthalpy Hin and equation (3.54).
For the D3Q7 scheme and an inlet at x = 0 this is done using

H• = g0 + g•1 + g2 + g3 + g4 + g5 + g6, (3.55)

G = (Hin −H•)/ω1. (3.56)

3.3.4. Outlet
The outflow condition is applied after the streaming step and should ensure a smooth outflow that
does not have influence on what happens inside the domain. There are several ways to achieve this.
The simplest is the Neumann outflow condition [110], which sets the derivative of the macroscopic
variables to zero at the outflow boundary. In practice this is achieved by copying the populations from
the boundary node

fi(Nx, y, z, t) = fi(Nx − 1, y, z, t),

gi(Nx, y, z, t) = gi(Nx − 1, y, z, t).
(3.57)

Another technique is the extrapolation method [110]. It is based on linear extrapolation of the last
two nodes inside the domain

fi(Nx, y, z, t) = 2fi(Nx − 1, y, z, t)− fi(Nx − 2, y, z, t),

gi(Nx, y, z, t) = 2gi(Nx − 1, y, z, t)− gi(Nx − 2, y, z, t).
(3.58)

The ABBmethod can be used to set a constant pressure at the outlet, similarly to its use for constant
wall temperature with equation (3.51). For constant pressure the implementation takes the form [61]

fi(xb, t+∆t) = −f∗
j (xb, t) + 2ωjρwall

[
1 +

(cj · uwall)
2

2c4s
− u2

wall

2c2s

]
, (3.59)

choosing ρwall to give the desired pressure. The velocity at the wall uwall must be approximated. It
can be set to the velocity at the boundary node or by extrapolation.

3.3.5. Phase Interface
Inside the solid phase and on the solid-liquid interface the velocity should be zero. To achieve this the
immersed boundary method was employed. In this method the collision operator is altered [111] to be
a function of the liquid fraction

fi

(
x+

ci∆t

2
, t+

∆t

2

)
− fi

(
x− ci∆t

2
, t− ∆t

2

)
= ∆t((1−Bf )Ωi +BfΩ

S
i ), (3.60)

with
Bf =

(1− fl)ϵ

fl + ϵ
, (3.61)

where ϵ is a small constant to avoid division by zero. Ωi is the standard FM collision operator and the
extra operator is given by

Ωs
i = fj

(
x− ci∆t

2
, t− ∆t

2

)
− fi

(
x− ci∆t

2
, t− ∆t

2

)
+ feq

i (ρ,u, s)− feq
j (ρ,u), (3.62)

with the solid velocity us = 0 ls/lt.
Now that the boundary conditions have been discussed, the next section covers the changes to the

standard LBM scheme needed for its implementation on a GPU.

3.4. GPU Accelerated Lattice Boltzmann Method
As discussed in the previous chapter, performing coupled fluid and thermal flow simulations in the
turbulent flow regime is highly computationally expensive. For this reason parallel programming on
GPU’s is a widely employed method to increase simulation speeds for LBM simulations [72] [112] [113].
This section will elaborate on the adjustments to the data structures and the algorithm applied for the
present study.
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Numba
The algorithm for this research is written in the programming language Python. This language was
chosen for its relative ease of implementation and the large amount of open source packages and
documentation produced by an active user base. As Python is a high-level programming language, it
is generally slow compared to low-level languages such as FORTRAN or C++. To increase simulation
speed, the just-in-time compiler Numba is used. During the first run of the algorithm Numba compiles
a subset of the code to machine code. Effectively this means the first run takes a long time, but every
consecutive run becomes much faster [114]. For the GPU implementation specifically, the Numba-
CUDA package is used. This package allows Python algorithms to run on comparable speeds as
C-CUDA code [115].

Host-Device Communication
As stated in section 2.5 communication between the host and the device should be minimized. To
achieve this, all arrays for reading and writing are stored in the device memory before the start of the
time step algorithm. There is no further sending of data from host to device. Because kernels can only
create arrays that are terminated after kernel execution, and only alter values in arrays that already
exist in device memory, two data structures need to be initialized for each distribution function. The
first structure contains the post stream distribution of the previous time step. During a time step the
post collision distribution is saved in the second structure after which the post stream distribution is
saved in the first structure. This is depicted in figure 3.3. Data is only send from the device to the host
when it needs to be saved in host memory and only macroscopic variable fields are saved.

Memory Usage
Efficient memory usage is an essential part of fast GPU algorithms. Several steps are undertaken to
increase memory handling efficiency:

• The data structures for the distribution functions and scalar fields are saved as one-dimensional
arrays, as these are handled with less computational overhead by GPU architectures than multi-
dimensional arrays [61]. The combination (x, y, z, i) for populations is transformed to a single
index using

idx = i+Ncx+NcNxy +NcNxNyz, (3.63)

with Nc the number of populations, and the scalar field indices are calculated as

idxs = x+Nxy +NxNyz. (3.64)

• Register memory is used inside the collision operators as much as possible. For arrays needed
in the collision process local memory was used.

• A ’pull-in’ stream method is used, where a thread fills up the post-stream populations of a single
spatial node. This involves non-local reads and local writes. It has been shown that this is faster
than a ’push-out’ method, where a thread redistributes the post-collision populations of a single
spatial node. This involves local reads and non-local writes [72] [116].

Figure 3.3: Schematic depiction of a time step using two data structures for one distribution function. The ’old’ structure
contains data which can be overwritten. The ’new’ structure contains the most recently generated data.
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Maximizing Core Occupancy
The block and grid structures should be chosen in such a way that core occupancy is maximized. A
single grid is defined for the spatial domain, giving it dimensions (Nx,Ny,Nz). The bpg are then set
to (1, Ny,Nz) and the tpb to (Nx, 1, 1). Each domain is chosen such that Nx is a multiple of 32. This
ensures each block can always be divided in an integer number of warps.

Race Conditions
As previously discussed, race conditions can occur when two threads have access to the samememory
space. To avoid this, kernel synchronisation is used. The Numba CUDA function synchronize() is
implemented after each execution of the collision and propagation kernels. This ensures all threads
are executed before another kernel execution is queued.

With these adjustments to the data structures and algorithms, the efficiency of the GPU LBM implemen-
tation was increased. It should be noted that this implementation can be further improved. The data
structure could be further optimized to increase memory coalescence. Compared to the single 1D array
used in the current structure, the so-called ’Structure of arrays’ layout generally leads to faster simu-
lation speeds [72] [117]. This entails splitting the distribution functions into i separate arrays, where
each array contains a single population at each grid point. This structure was omitted as this increases
computational complexity and the current data structure lead to satisfactory speeds for the current
purpose.

The current scheme does not make use of shared memory. In [118] and [119] an implementation of
the propagation step using shared memory is described. The same references combine the collision
and propagation step into a single kernel, also increasing simulation speed. These methods signifi-
cantly increase the complexity of the algorithm and are prone to producing race conditions. Thus they
have been omitted in the current study. The next section gives an overview of the entire algorithm.

3.5. The Algorithm
This section gives a step wise overview of the GPU-DDF-LB algorithm. Section 3.5.1 covers the initiali-
sation phase and the main loop, omitting details of the collision and propagation kernels. These are cov-
ered in sections 3.5.2 and 3.5.3 respectively. Numba CUDA functions are denoted with cd.function().

3.5.1. Initialisation and Main Loop
A flow chart of the algorithm is shown in figure 3.4, where the yellow boxes are executed on the host,
the blue boxes are executed on the device and the green boxes indicate host-device communication
steps. Here a textual description is given, where for each step is specified weather it’s executed on the
host or the device.

Initialisation
• (host) Specify the input parameters. Which parameters are chosen and how the other parame-
ters are calculated differs for the laminar and turbulent cases. These will be discussed in their
respective chapters.

• (host) Initialize the E7
ki, ωiE

7
ik, E19

ki , ωiE
19
ik in host memory.

• (host) Create zarr files for data storage.
• (host) Choose initial ρ, u and H fields and use (3.29) and (3.46) or (3.16) (depending on collision
operator) to calculate the initial distribution functions. Save these in host memory as 1D Numpy
arrays.

• (host - device) Send all arrays to global devicememory using theNumbaCUDA function cd.to_device()

Main Loop
1. (host) Check if t > Nt

• yes: terminate simulation
• no: continue

2. (host) Check if data should be saved in the current step (a) or not (b)
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3. (device) Collide.

(a) save scalar fields to global device memory
(b) continue

4. (device) Synchronise threads.
5. (device) Propagate and apply boundary conditions.
6. (device) Synchronise threads.
7. (a) continue with 8. - 10.

(b) return to 1.
8. (device - host) Send scalar fields to host memory using cd.copy_to_host().
9. (host) Save scalar fields to zarr files
10. (host) Check stability

• unstable: terminate simulation
• stable: return to 1.

Figure 3.4: Flow chart of the full GPU-DDF-LBM algorithm. The yellow boxes are executed on the host and the blue boxes are
executed on the device. The green boxes indicate a host-device communication step.
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3.5.2. Collision
This section gives a step-by-step overview of the collision kernels for the GPU-DDF-LBM algorithm.
Two kernels were written. One combining the FM algorithm for momentum flowwith the OTRT algorithm
for enthalpy flow and one combining the two FM algorithms. The IBM for correcting the velocity in
solidified sections was included in these kernels.

FM-OTRT kernel
1. Calculate H with (3.15).
2. Calculate T, fl from H with (3.18) and (3.19).
3. Construct α− using (3.30)
4. Determine ρ,u and relevant velocity derivatives from α−

5. Update α− to α+

6. Calculate pre-IBM density distribution function using (3.29).
7. Calculate Bf and Ωs

i for IBM using (3.61) and (3.62)
8. Calculate post-collision density distribution function with (3.60)
9. Calculate relaxation times for thermal collision using (3.37) and (3.39)
10. Calculate thermal equilibrium distribution using (3.40).
11. Determine post-collision distribution with (3.41).
12. Save scalar variables to global memory if needed.

FM-FM kernel
1. Calculate H with (3.15).
2. Calculate T, fl from H with (3.18) and (3.19).
3. Subtract L from g0.
4. Construct pre-collision vectors α− and β− using (3.30) and (3.47)
5. Determine ρ,u and relevant velocity derivatives from α−

6. Determine h and ∇ · h from β− and u.
7. Update solution vectors, α− to α+ and β− to β+.
8. Calculate pre-IBM density distribution function using (3.29).
9. Calculate Bf and Ωs

i for IBM using (3.61) and (3.62)
10. Construct the post-collision density distribution function with (3.60)
11. Construct the post-collision sensible enthalpy distribution function with (3.46)
12. Add L to gs0
13. Save scalar variables to global memory if needed.

3.5.3. Propagation and Boundary Conditions
In this section a step-by-step overview of the propagation kernel is presented. The boundary conditions
are included in this kernel. The steps are valid for both the density and the enthalpy distribution function

• Pull in the post-collision populations from global memory
• Apply solid wall conditions
• Apply inlet and outlet conditions

This concludes the general numerical methods employed in this study to create a versatile model capa-
ble of simulating turbulent, thermal channel flows with freezing. Starting from the basics of DDF-LBM
in section 3.1, section 3.2 moved on to describe the FM operator for momentum flow and thermal flow
and the OTRT operator for thermal flow. Subsequently, section 3.3 described the different boundary
conditions implemented. The adjustments to the general algorithm needed for the GPU implementation
were presented in section 3.4 and finally a step-by-step overview of the algorithm was given in section
3.5. The next chapter is dedicated to the validation of the model in the laminar flow regime.



4
Laminar Flow

The main goal of this research is to test the capabilities of the GPU-DDF-LB models for simulating heat
transfer in turbulent channel flows under the influence of transient freezing. To asses the validity of the
simulation results, the model is first tested in the laminar flow regime. This is the topic of this chapter.
First an overview is given of the combination of boundary conditions that produced the best results
in section 4.1. Next section 4.2 will cover the performance of the D3Q19 FM scheme for momentum
transfer in laminar flow, where the simulation results are compared to a well-known analytical solution
and a grid convergence test is performed. Section 4.3 considers the addition of the enthalpy distribution
function. Asymmetrical heating is simulated and the performance of the OTRT operator and the thermal
FM operator are compared. Section 4.4 covers transient freezing in forced convection. The chapter
concludes with a note on stability limits observed when performing the simulations in section 4.5.

The simulation results in the laminar flow regime are compared to literature results using the Relative
Root-Mean-Squared error defined as

E =

√√√√ 1

N

N∑
i

(ϕlit
i − ϕlb

i )
2

(ϕlit
i )2

× 100%. (4.1)

4.1. Boundary Conditions
Boundary conditions are of utmost important to numerical simulations and thus finding BC’s that work
best is the topic of this section. The boundary conditions were tested in the case of laminar flow with
uniform inlet and wall temperature.

Figure 4.1: Schematic depiction of the simulation domain showing the boundary conditions implemented at the inlet, outlet and
solid walls. On the spanwise boundaries periodic conditions are implemented

28
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Figure 4.2: Converged temperature profile resulting from the implemented set of boundary conditions.

For the solid wall boundaries the HBB method for the density distribution function fi and the ABB
method for the enthalpy distribution function gi showed good results without unphysical behaviour. They
are therefore adopted in all simulations performed in the current research.

The different inlet and outlet BC’s showed to have different effects on the hydrodynamic and thermo-
dynamic flow solutions. Preliminary investigation showed that employing periodic boundary conditions
for fi was the only way to avoid unphysical effects at the inlet and outlet. For the thermodynamic in-
and outlet a uniform inlet temperature is needed and thus periodic in- and outlet conditions are not
applicable. It was found that a combination of the inlet condition by Liu (equation (3.54) - (3.56)) and
the Neumann outlet condition (3.57) showed the least amount of inlet effects.

The full set of boundary conditions implemented in the simulations is

• Hydrodynamic in- and outlet: Periodic BCs,
• Thermodynamic inlet: BC by Liu et al.,
• Thermodynamic outlet: Neumannn condition,
• Hydrodynamic spanwise boundaries: Periodic BCs,
• Thermodynamic spanwise boundaries: Periodic BCs,
• Hydrodynamic solid walls: HBB method,
• Thermodynamic solid walls: ABB method.

A schematic depiction of the domain showing the x̂ and ẑ boundaries is given in figure 4.1. Figure 4.2
shows a slice of a converged temperature profile from a laminar flow simulation with constant wall and
inlet temperature of 280K. The inlet effects are on the order of 10−3 K, which was deemed acceptable.

4.2. Poiseuille Flow
This section covers the performance of the FM operator for momentum flow. First, the analytical so-
lution and the determination of the flow parameters is explained together with the initialisation of the
distribution function. Then the results of a grid convergence test and the final steady state flow profile
are discussed. The model showed a very good agreement to the analytical solution.

Figure 4.3: Schematic depiction of Poiseuille flow.
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Quantity Value in Lattice Units Value in Physical Units
Nx ×Ny 10× 3 [10× 3; 5× 1.5; ...; 0.77× 0.23] cm
Nz [10, 20, ..., 130] 10 cm
H [5, 10, ..., 65] 5 cm
Reτ 10
Umax 0.1 1.434 mm/s
ν 0.002H 1.434 mm2/s
gx 0.004/H 0.01645 mm/s2

ρ0 1 103 kg/m3

Table 4.1: Input parameters for the grid convergence test. Lattice quantities were calcualted via the methods described in
section 4.2.1.

4.2.1. Analytical Solution and Initialisation
To initiate the simulation the fluid viscosity ν and body force acceleration gx must be determined in
lattice units. This must be done in such a way that the desired flow behaviour is achieved without
exceeding the limit on the maximum flow velocity in lattice units. The analytical solution together with
input parameters Reτ , H and Umax are used to calculate ν and gx. The method is given here.

Laminar body force driven channel flow has a well known analytical solution. Given a body force
F = ρgxx̂ and u = 0 on the boundaries z = 0, z = 2H, the analytical solution to this 1D flow problem
is [84]

u = −gxz

2ν
(z − 2H)x̂, (4.2)

which is known as Poiseuille flow (figure 4.3). Because u = Umax for z = H, this gives an expression
for Umax in terms of flow parameters

Umax =
gxH2

2ν
. (4.3)

Using this expression and the definition ofReτ (2.11), an expression for ν can be formulated as function
of the input parameters

ν =
2HUmax

Re2τ
. (4.4)

Finally (4.3) and (4.4) can be combined to find gx as function of the input parameters

gx =
4U2

max

HReτ
. (4.5)

Now that the flow parameters have been found, the initial pre-collision solution vector can be con-
structed from any initial velocity field and an initial density field using equation (3.32). The initial density
in LBM research is typically set to ρ0 = 1. This is employed in all simulations. Finally equation (3.29)
is used to calculate the initial distribution function.

4.2.2. Results
To test the performance of the density distribution function, the flow was developed from a static state.
The streamwise and spanwise dimensions of the domain were kept small, since this is essentially a
1D problem. To study the effect of wall-normal resolution, the channel height was varied. The viscosity
and body force acceleration where calculated via (4.4) and (4.5). An overview of the input parameters
is given in table (4.1).

The results of the grid convergence test are shown in figure 4.4a. The decrease in error starts
strong, but quickly tends to zero for increasing the height. The result for Nz = 130 ls is shown in figure
4.4. A very good agreement to the analytical solution is visible. The obtained error was E = 0.053%.
Now that the performance of the momentum flow model has been benchmarked for laminar flow, the
next section goes into the performance of the two different models for the thermal flow.
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(a) (b)

Figure 4.4: Laminar flow results. (a) shows E compared to the analytical solution after steady state is reachted, as function of
channel height for the grid convergence test. (b) shows the the streamwise velocity as function of the channel height for

Nz = 130 which resulted in an error of 0.053%. References to the physical quantities are found in appendix A.

4.3. Local Nusselt Number for Heating in Forced Convection
This section covers the performance of the model in laminar heating situations. The performance of
the OTRT operator is compared with that of the thermal FM operator. First the determination of the
thermal flow parameters from input and physical parameters, and the initialisation of the simulation is
discussed. Then the comparison to analytical solutions is presented and the differences in performance
are discussed. Both operators showed a reasonable agreement to the analytical solutions.

4.3.1. Initialisation
Using the method from the previous section the flow parameters ν and gx are calculated from Reτ , H
and Umax. To simulate thermal flows, additional parameters are needed in lattice units. The quantities
needed are the thermal diffusivity α, the specific heat capacity Cp, the thermal conductivity λ, the latent
heat L. When dealing with phase change, α, Cp and λ should be known for both the liquid and the
solid phase. Finally, the solid and liquid temperatures Ts, Tl should be known. These quantities in
lattice units are determined from a combination of non-dimensional numbers and physical parameters.
The procedure to do so is described here. The physical quantities are denoted as ϕ̃. Lattice quantities
are denoted without tilde.

Since ν and gx are determined from Reτ , H and Umax, these are set. Using the definition of Pr
(2.12), αl can then be determined

αl =
ν

Pr
. (4.6)

From the definition of αl [81] and the choice of ρ0 = 1 in lattice units, which is standard in LBM, the
ratio of λl to Cp,l set to be

λl

Cp,l
= αl. (4.7)

Since there are no stability constraints on λl or Cp,l, one of these lattice quantities can be chosen freely,
which in turn sets the value of the other. In the present work the choice is made for λl = 1. Now several
lattice quantities can be calculated using λl, physical ratio’s and definitions:

Cp,l =
λl

αlρ0
, (4.8)

λs = λl
λ̃s

λ̃l

, (4.9)

Cp,s = Cp,l
C̃p,s

C̃p,l

, (4.10)
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Entrance Region Simulation Entrance Region Simulation
Quantity Lattice Units Physical Units Lattice Units Physical Units
Nx ×Ny ×Nz 256× 3× 128 20× 0.23× 10 cm 256× 3× 128 20× 0.23× 10 cm
H 64 5 cm 64 5 cm
Reτ 10 5
Umax 0.1 1.434 mm/s 0.1 0.3585 mm/s
ν 0.128 1.434 mm2/s 0.512 1.434 mm2/s
gx 6.25× 10−5 0.01645 mm/s2 1.25× 10−4 2.056× 10−3 mm/s2

ρ0 1 103 kg/m3 1 103 kg/m3

T0 280 280 K 280 280 K
Tinlet 280 280 K 280 280 K
Twall 282 282 K 282 282 K
Tf 273.15 273.15 K 273.15 273.15 K
αl 0.01210 0.1456 mm2/s 0.05199 0.1456 mm2/s
Pr 9.849 9.849
λl 1 0.607 W/mK 1 0.607 W/mK
Cp,l 76.94 4182 J/kgK 19.24 4182 J/kgK

Table 4.2: Input parameters for the single sided heating in laminar flow simulations. The lattice quantities are calculated via the
methods described in sections 4.2.1 and 4.3.1. References to the physical quantities are found in appendix A.

αs =
λs

ρCp,s
. (4.11)

Using the ratio between the latent heat and the solid enthalpy in physical to lattice units, the latent heat
in lattice units can be calculated with

L = L̃
Hs

H̃s

. (4.12)

Using these equations in combination with the material properties of the fluid gives all the needed
quantities in lattice units. For the thermal FM method, the initial distribution function can be found
from an initial enthalpy field an flow field using equation (3.46). The distribution function for the OTRT
simulations is initialised as the equilibrium distribution function using equation (3.40).

4.3.2. Results
To test the performance of the OTRT and the thermal FM collision operators without phase change, the
Nusselt relation was calculated for single sided heating with a constant wall temperature and a fully
developed Poiseuille flow profile.

Analytical solution
Approximate analytical solutions for this configuration are presented in [120]. The expressions used to
benchmark the current code are

Nu(x) =

{
1.233Gz(x)1/3 + 0.4 if Gz(x)−1 ≤ 0.001,

7.541 + 6.874 (0.001Gz(x))
0.488

e−245/Gz(x) if Gz(x)−1 > 0.001,
(4.13)

where Gz(x)−1 is inverse of the local Graetz number, defined as

Gz(x) =
ReDPrDh

x
, (4.14)

with Dh = 4H the hydraulic diameter of the channel with height 2H, and ReD the Reynolds number
computed with the mean velocity and the hydraulic diameter. Gz(x)−1 ≤ 0.001 defines the thermal
entrance region. Gz(x)−1 > 0.001 defines the thermally developed region.

Two simulations were performed for each collision operator to test the performance in both regions.
The input parameters are given in table 4.2..The flow was initialized as a fully developed laminar flow
and given some time to stabilize before the heating from the lower wall was initiated. Nu(x) is depen-
dent on the heat transfer coefficient hc via equation (2.13). hc can also be written as

hc(x) =
q′′(x)

Twall − Tmc(x)
= − λ

Twall − Tmc(x)

∂T (x, z)

∂z

∣∣∣∣
z=0

, (4.15)
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giving the following expression for local Nusselt number

Nu(x) = − Dh

Twall − Tmc(x)

∂T (x, z)

∂z

∣∣∣∣
z=0

, (4.16)

where Tmc is the so-called mix-cup temperature, defined as [121]

Tmc(x) =

∫ 2H
0

ρCpuTdz∫ 2H
0

ρCpudz
. (4.17)

Since the HBB and ABB BC’s put the boundary at 0.5 ls from the wall, the temperature derivative at
the wall was determined by first using linear interpolation between k = 0, 1 and k = 1, 2, where k is the
index in z-direction, to obtain the temperature at z = 1 and z = 2. Then the 3-point forward difference
formula was used to obtain the derivative

∂T

∂z

∣∣
z=0

= −3

2
T (z = 0) + 2T (z = 1)− 1

2
T (z = 2). (4.18)

The temperature at z = 0 is Twall.

Simulation Results
The results are shown in figures 4.5 and 4.6. 4.5a shows the Reτ = 10 FM simulation where the whole
domain lies in the thermal entrance region. An error of E = 6.0% was found, where it is visible the
error is mainly due to the first few nodes of the domain. In this region of the domain, the heat has only
travelled a very short distance into the domain. For this reason the resolution in the heated region is
low, possibly leading to a slightly larger error. This becomes more evident in figure 4.5b which shows
the simulation where only part of the domain lies in the thermal entrance region. Here the resolution
in the thermal entrance region is even lower and the error increases to E = 25.28%. In the thermally
developed region an error of E = 2.42% is found.

The same seems to be true for the OTRT operator. However the error in the thermal entrance
region is higher compared to the FM operator, with E = 9.48% in figure 4.6a and E = 31.74% in figure
4.6b. The error in the thermally developed region is only 0.43% for the OTRT operator. It seems that
although the effects of the low resolution in the entrance are more prominent in the OTRT results, they
are corrected more quickly by the OTRT than the FM operator.

Overall both operators show good agreement to the approximate analytical solutions presented in
[120]. The FM operator matches the analytical solution in the thermal entrance region slightly better,
whereas the OTRT operator produces a lower error in the developed region. The next section goes
into the performance of the different collision operators for transient freezing in laminar flow.

(a) FM operator, Reτ = 10 (b) FM operator, Reτ = 5

Figure 4.5: Local Nusselt number for asymmetrical heating in laminar flow calculated with the FM operator. (a) shows the
thermal entrance simulation. (b) shows the thermally developed simulation.
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(a) OTRT operator, Reτ = 10 (b) OTRT operator, Reτ = 5

Figure 4.6: Local Nusselt number for asymmetrical heating in laminar flow calculated with the OTRT operator. (a) shows the
thermal entrance simulation. (b) shows the thermally developed simulation.

4.4. Transient Freezing
To test the capabilities of the model to simulate freezing under forced convection, a simulation was
performed of laminar flow of water between parallel plates with a constant wall temperature below the
freezing temperature. The results of this simulation are compared with an analytical solution of transient
ice growth presented in by Weigand en Beer in [122]. The solution they proposed is for fully developed
laminar flow entering the cooled section of the channel. It was found that the FM operator performed
better than the OTRT operator.

Analytical Solution
The solution presented in [122] for the normalised ice thickness δ̃ = δ/H is the solution of the equation

T +

1− δs
=

1

2
(δ̃2 − 1) + (δs − 1)

[
δ̃ − 1 + δsln

(
δ̃ − δs
1− δs

)]
, (4.19)

where T + is a dimensionless time given by

T + = FoSte =
tαs

H2

Cp, s(Tf − Tw)

L
, (4.20)

and δs = f(ξ)
f(ξ)−Bf

is the steady state distance between the channel centerline and the solid-liquid
interface. f(ξ) is the dimensionless temperature gradient at the solid-liquid interface given by

∂θ

∂z̃

∣∣∣∣
z̃=δ̃

=

∞∑
n=0

cnY
′
n(1)e

− 2
3λ

2
nξ, (4.21)

where cn, Y ′
n(1) and λn are constants, eigenfunctions and eigenvalues given literature [34]. Bf is a

freezing parameter given by

Bf =
λs(Tf − Tw)

λl(T0 − Tf )
. (4.22)

For a given time T +
1 , equation (4.19) yields δ̃ as a function of ξ. With the transformation relation

dξ

dx̃
=

1

δ̃
; x̃ = 0 ; ξ = Gz(x)−1 = 0 ; T + = T +

1 , (4.23)

δ̃ is found as function of x̃ with solution
x̃ = ξδ̃. (4.24)

This equation is solved iteratively using the scipy.optimize.fsolve function in Python.
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Quantity Value in Lattice Units Value in Physical Units
Nx ×Ny ×Nz 512× 3× 192 26.67× 0.16× 10 cm
H 96 5 cm
Reτ 10
Umax 0.1 1.434 mm/s
ν 0.192 1.434 mm2/s
gx 4.1667× 10−4 0.01645 mm/s2

ρ0 1 103 kg/m3

T0 275 275 K
Tinlet 275 275 K
Twall 270 270 K
Tf 273.15 273.15 K
αl 0.01949 0.1456 mm2/s
Pr 9.849
λl 1 0.607 W/mK
λs 3.722 2.259 W/mK
Cp,l 51.30 4182 J/kgK
Cp,s 25.64 2090 J/kgK
L 4097 334× 103 J/kg

Table 4.3: Input parameters for laminar freezing simulation. The lattice quantities are calculated via the methods described in
sections 4.2.1 and 4.3.1. References to the physical quantities are found in appendix A.

Initialisation
The simulation is performed with the standard boundary conditions used in all laminar simulations (fig-
ure 4.1). For comparison of the simulation results to the analytical solution, the periodic flow conditions
introduce a problem. Cooling the entire length of solid wall would create a discontinuity of ice height
across the periodic boundary. The ice layer would have zero height at the inlet, due to the inlet tem-
perature Tinlet > Twall, but non-zero height at the outlet due to the wall temperature. To avoid this only
the first quarter of the channel is cooled. As the ice layer grows however, it affects the flow behind it.
In combination with the mass flow rate dropping due to the freezing of mass, the flow velocity gradually
drops. This is schematically depicted in figure 4.7. Because of this choice the flow impacting the cooled
region has a lower velocity than fully developed laminar flow. As this violates one of the assumptions
of the analytical solution, this will have a negative impact on the comparison to the analytical solution.
To minimize this effect the domain size is increased compared to the laminar heating simulations.

The input parameters are given in table 4.3. The flow was initialized as a fully developed laminar
flow at constant temperature T0 and given some time to stabilize before the cooling was initiated.

Figure 4.7: Schematic depiction of the domain for the laminar freezing simulations. The periodicity of the domain is highlighted
by showing two repetitions of the domain.
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(a) (b)

Figure 4.8: Results of the mass conservation tests for laminar freezing. (a) shows the total mass normalised by the initial mass
m0. Fluctuations are of order 10−10. (b) shows the relative change in mass compared to the previous probe.

Results
To test the mass conservation of the current model in freezing simulations, the total mass and the
relative change of frozen and flowing mass were calculated from the moment the freezing started. The
results are shown in figure 4.8. Figure 4.8a shows the total mass normalised by the initial mass m0,
where fluctuations on the order of 10−10 are observed, indicating good total mass conservation. Figure
4.8b shows the relative change in frozen and flowing mass. Each data point shows the difference in
mass compared to the previous probe. It can be seen that the reduction in flowing mass −∆mfluid

very closely matches the growth in frozen mass ∆mice, also indicating good mass conservation for
both collision operators. The OTRT operator shows a more smooth solidification compared to the FM
operator.

The results for an instantaneous ice layer are shown in figure 4.9. 4.9a shows the instantaneous
ice layer height at T + = 0.0139 for the FM operator, where an error of E = 7.16% compared to the
analytical solution was found. Compared to the analytical solution the FMLB solution overestimates
the height at the bend. Where after it is more flattened out and underestimates the height in the second
half. The mismatch in ice profile can be attributed to the slight deviation from the analytic case in terms
of inflow. As the flow the velocity reduces due to ice growth, causing less convection, a sharper corner
is feasible. This effect was further examined by plotting the ice layer and velocity profiles at later times,
where the same behaviour was observed but more pronounced. As the velocity became lower, the
overestimation of the ice height grew. These graphs are included in appendix B.

Figure 4.9b shows the instantaneous ice layer height at T + = 0.00928 for the OTRT operator,
where an error of E = 40.04% was found. The difference between the two operators is striking, as their
performance was very similar in the heating experiments. The ice layer produced by the OTRT operator
shows opposite characteristics compared to the FM operator. The ice height is underestimated at the
bend but keeps increasing more steeply, leading to an overestimation further in the domain. It is also
visible the ice layer is more ragged and shows small local dips. Because the results for the heating
case were much better, it seems that the inaccuracy stems from heat transfer through the solid phase
and at the phase interface. Because Lu et al. did not report these findings in natural convection melting,
the error seems to be brought up by the higher convection in the current simulations.

4.5. A Note on the Stability of the Thermal Flow Models
While performing the simulations, instabilities were encountered for different values of Pr while increas-
ing Reτ . Due to the calculation of the hydrodynamic and thermodynamic parameters, raising Reτ and
Pr effectively lowers ν and α. Lowering these values generally leads to more unstable behaviour for
LBM simulations [61]. For the OTRT operator this is especially true. Small values of α lead to a big
difference between Ta and Ts through equations (3.37) and (3.39). As Ta approaches 0.5, Ts becomes
very large and the symmetric term of the collision operator goes to zero. Thus the OTRT operator
approaches an antisymmetric SRT operator.
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(a) (b)

Figure 4.9: Instantaneous ice height compared to the analytical solution for the FM operator (a) and the OTRT operator (b).

To map the observed instabilities for both operators, several simulations were performed at different
Reτ with periodic inflow and outflow conditions for both distributions, eliminating any inlet effects, and
constant wall temperatures Twall = T0. The Pr were chosen as 10, 1, 0.1 ranging fromwater to the order
of magnitude of liquid metals. The results are depicted in table 4.4, where S indicates stable results,
F indicates fluctuations smaller than 1K, LF indicates large fluctuations on the order of multiple kelvin
and D indicates diverging simulation results.

The FM operator exhibits small fluctuations on the order of 0.1K. These generally are smoothed
out as the simulations settle or remain on this order. However for higher Reτ and Pr these fluctuations
become unstable and cause the results to diverge. It was found that the thermal FM-operator diverges
for Pr = 10 and Reτ ≥ 30. For Pr = 1 the results were stable in the laminar flow regime. However,
preliminary tests for turbulent flow showed unstable behaviour for Pr = 1 at Reτ = 180. Pr = 0.1
simulations did not show unstable fluctuations both laminar or turbulent.

The OTRT operator also showed fluctuations. These did not cause the simulations to diverge, but
did become larger for higher Reτ and higher Pr. For certain combinations, the fluctuations grow to the
order of several degrees and the frequency increases leading to erratic fluctuations. This was found for
Pr = 10 and Reτ ≥ 50 and for Pr = 1 and Reτ ≥ 60. For Pr = 0.1 the fluctuations and their frequency
remained small.

Thus it was found that higher Pr simulations become more unstable for higher Reτ . Decreasing
the maximum lattice velocity had a positive effect on stability. This can be explained by the fact that
decreasing the lattice velocity also decreases the lattice time step size in physical units. To simulate
the same amount of physical time the total number of simulated time steps must thus also be increased
by the same factor. By implementing a maximum lattice velocity of Umax = 0.005 ls/lt, the FM operator
was able to simulate Pr = 10 atReτ = 50 without significant instabilities. This requires the total number
of time steps to be increased by a factor 20.

These findings correspond to the general notion that higher Pr flows require a higher resolution
[123], because of the different timescales the thermal structures evolve. However, the fact that fluctu-
ations arise in simulations where both wall and temperatures are kept constant indicates stability limits
inherent to the collision operators. The influence of these fluctuations on the accuracy of the results in
the turbulent flow regime will be discussed in the next chapter.

FM Re
Pr 20 30 40 50 60 180

10 S D
1 S S S S S D
0.1 S S S S S F

OTRT Re
Pr 20 30 40 50 60 180

10 S F F LF
1 S S F F LF
0.1 S S S S F F

Table 4.4: results of the stability analysis. S, F , LF and D indicate ’stable’, ’fluctuations’, ’large fluctuations’ and ’diverging
results’ respectively.
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4.6. Laminar Benchmark Conclusion
The GPU-FMLB model for momentum flow shows accurate performance in the laminar regime, with
an error of only 0.053% with respect to the analytical Poiseuille profile. Two operators for the thermal
flow based on the enthalpy formulation were tested and compared in two benchmark cases. In the
benchmark case of single-sided heating the operators performed similarly and both gave good agree-
ment to the analytical expressions for Nu(x) = f(Re, Pr). The FM operator showed slightly better
performance in the thermal entrance region. The OTRT showed better performance in the thermally
developed region. These differences were small however and both methods were able to give good
results.

In the benchmark case of transient ice layer development, the differences were more striking. The
FM operator produced a more stable ice layer with an error of 7%with respect to the analytical solution.
This deviation can be attributed to the chosen set of boundary conditions that did not fully match the
benchmark case. Thus the FM operator produces satisfactory results. The OTRT operator produced
more ragged ice layers and a significant overestimation of the ice layer thickness with an error of over
40%with respect to the analytical solution. The shape and ragged profile did not match the expected be-
haviour, thus it was concluded the OTRT operator in combination with the immersed boundary method
does not produce satisfactory results for simulating transient freezing in laminar forced convective flow.

The stability tests indicate the accuracy and stability of the thermal models deteriorate for higher
Re, Pr flows. This matches expectation, as higher Re and Pr correspond to lower numerical values of
ν and α, which generally leads to instabilities for LBMmodels. Decreasing the maximum lattice velocity
had a positive effect on stability. However, this also requires an increase of the number of time steps
with the same factor, which significantly increases total simulation time. The effects of the restrictions
on Pr for the turbulence simulations will be discussed in the next chapter.



5
Turbulent Flow

The main goal of this thesis is to investigate the capability of the GPU-DDF-LB models to simulate
transient freezing in turbulent channel flow. Now that the model has been benchmarked in the laminar
flow regime, the next step is to investigate it’s capabilities in the turbulent flow regime. First, the per-
formance of the model in terms of simulation speed and parallel efficiency will be discussed in section
5.1. Section 5.2 covers the benchmarks of the momentum flow model, where two simulations at dif-
ferent Reτ values are compared to well-established benchmark solutions. After this the results of the
thermal flow models in isothermal flow are assessed, followed by a comparison to another benchmark
case from literature in section 5.3. Finally a preliminary calculation for the heat transfer correlation of
asymmetrically heated lead-bismuth eutectic in turbulent channel flow is presented in section 5.4.

5.1. Parallel Performance
A DNS of a turbulent flow generally requires a great amount of computational resources. To this end the
code for the present research was optimized for parallel executions on a GPU. This section discusses
the performance of the GPU-DDF-LB models in terms of speed and parallel efficiency. The GPU used
for the simulations was the NVIDIA Tesla V100SGPU, part of the DelftBlue High PerformanceComputer
Cluser [124]. The hardware specifications of this GPU are given in table 5.1.

The speed tests for the different GPU-DDF-LB models where performed on cubic lattices and scalar
values were saved every 104∆t. The performance of the models is measured in million lattice updates
per second (MLUPS), where a single iteration over a domain of size Nx ×Ny ×Nz accounts for Nx ∗
Ny ∗ Nz lattice updates. The results are shown in figure 5.1. For grids larger than 2 × 106 nodes,
performance stays approximately stable. Above this limit the single distribution function model reaches

NVIDIA Tesla V100S
CUDA cores 5120
Max. grid dimensions 231 × 216 × 216

Max. grid dimensions 210 × 210 × 26

Number of SM’s 4
Max. threads per block 1024
Max. blocks per SM 32
Max. threads per SM 2048
Register mem. per SM (KiB) 64
Shared mem. per block (KiB) 64
Local mem. per thread (KiB) 512
Global memory (GB) 32
Memory bandwidth (GB/s) 1134

Table 5.1: GPU Hardware specification [124] [125] Figure 5.1: Performance of the different GPU-DDF-LB
models for a square channel in MLUPS.
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a speed of approximately 320 MLUPS on average. The addition of the second distribution function
does not drastically decrease the speed. Because gi only has 7 components as opposed to the 19
components of fi, the thermal collision step is computationally less expensive than the momentum
collision step. The OTRT model achieves a speed of approximately 290 MLUPS on average, making it
slightly faster than the FM model that reaches 280 MLUPS on average.

The performance of the models is measured against the maximum theoretical performance. Be-
cause GPU-LBM models are constraint by memory usage, the maximum theoretical performance can
be calculated using

LUPS =
BWSDK

NA
, (5.1)

where BWSDK is the GPU’s memory bandwidth and NA the number of memory accesses per node
[72]. This calculation only considers reading from and writing to GPUmemory and omits any performed
calculations, thus 100% efficiency is not feasible. One iteration for the momentum distribution function
consists of 19 reads and 19 writes for both the collision and streaming step. The thermal distribution
adds another 7 reads and 7 writes for the populations in both collision and streaming. Because each
element consists of 4 bytes of memory, this gives a total of NA = 4 · (4 · 19 + 4 · 7) = 416 bytes for a
single node for the current DDF models. As reported by Delbosc et al. [72] and Forslund et al [126]
the practical bandwidth of a GPU is typically 70% of the theoretical bandwidth. Using equation 5.1 to
compare the maximum theoretical performance to the performance of the current models, both the FM
and the OTRT models achieve approximately 15% efficiency.

Other GPU LBM implementations in literature have reported efficiencies around 80% [72] [126] [117].
There are several improvements possible to the current algorithm to increase the efficiency.

• Shared memory - The current scheme does not make use of shared memory in the collision or
the stream step. Because shared memory is much faster than global memory, this will have a
significant impact on computational speed. Especially the streaming step can be optimized by
writing a communication scheme between thread blocks [72] [118] or by using the Open Graphics
Library [126].

• Combining the stream and collision kernel - By changing the order of the collision and the
stream step and combining these processes in a single kernel, the computational speed can be
further increased as demonstrated in [72] [119]. This was attempted and speeds approaching
1000 MLUPS were found. However, race conditions arose that could not be readily resolved and
simulation results became inaccurate.

• Memory layout - The memory layout can be further optimized by implementing the ’Structure of
Arrays’ layout [72] [117]. A first attempt at this layout lead to a speed-up of roughly 50%, but again
unresolved race conditions arose, making the simulation results unusable.

Although the present models are inefficient when measured against other GPU-LBM implementa-
tions, a speed-up of about 300% was achieved compared to a FM-LBM implementation by Zhuo and
Zhong [78] optimized to run in parallel on a 16-core CPU. The current models allowed the largest simu-
lations to run within several days and the computational speeds were deemed acceptable for the goal
of this research.

5.2. Turbulent Channel Flow
To calculate heat transfer correlations in turbulent flow, it is important that the hydrodynamic model
accurately simulates the turbulent flow over a range of Re-values. To this end two simulations were
performed at different Reτ and the results compared to literature. Section 5.2.1 covers the initialisation
of the turbulence simulations. In section 5.2.2 the results for Reτ = 180 will be compared to a widely
accepted benchmark case and a CPU-FMLB simulation. Section 5.2.3 then compares the results for
Reτ = 395 to another widely accepted benchmark case.

The error norm used to compare results of the turbulent simulations is the Root-mean-squared error
defined as

E =

√√√√ 1

N

N∑
i

(ϕlit
i − ϕlb

i )
2. (5.2)
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A different error norm than for the laminar flow benchmarks is used. This is because it was observed
that the very small values of quantities near the edges of the domain produce very large errors where
the actual difference is orders of magnitude smaller than the values in the bulk of the domain. The
RMS error gives a better view of the absolute difference between simulation data and literature and as
such should be viewed with respect to the order of magnitude of the quantity that is compared. Before
the results are discussed, section 5.2.1 discusses the initialisation method used for the simulations.

5.2.1. Initialisation
Flow Parameters
To keep the maximum flow velocity below the previously mentioned stability limit of 0.12 ls/lt, care must
be taken in the initialisation. The flow parameters ν and gx are calculated to produce a turbulent flow
at the wanted Reτ .

First the non-dimensionalisation of the velocity (2.19) is rewritten to obtain an expression for uτ in
terms of u and z+. Using equation (2.22), the wall shear velocity in the logarithmic layer can be written
as

uτ =
u

2.5ln(z+) + 5.5
. (5.3)

Substituting the channel half-height into z+ recovers Reτ

z+
∣∣
z=H =

Huτ

ν
= Reτ . (5.4)

Substituting this into equation (5.3), together with the maximum flow velocity Umax as the mean velocity
u, leads to the following expression for the wall shear velocity in the center of the channel

uτ =
Umax

2.5ln(Reτ ) + 5.5
, (5.5)

which can be calculated. This is an approximation because the logarithmic layer doesn’t reach all the
way up to H. Furthermore uτ is directly coupled to the shear stress at the wall, thus defining it at
the channel wall would be more intuitive. Nevertheless this method was found to produce satisfactory
results. Now the definitions of Reτ (2.11) and uτ (2.10) can be used to find ν and gx as function of the
input parameters with

ν =
uτH
Reτ

, (5.6)

and
gx =

u2
τ

H
. (5.7)

Domain Size
As equation (2.15) shows, the ratio of the macrostructure length scale to the microstructure length scale
is approximately Re3/4. In order to have the same grid resolution with respect to the microstructure, the
size of the domain must be adjusted to the Re. The domain for the Reτ = 180 simulation was based on
two LB simulations performed by Amati [127] and Rohde [128], who reported it was sufficient to resolve
the first order turbulent statistics.

To obtain the domain for the higher Reτ simulation, the ratio of the macro- to the microstructure
(2.15) was used together with the restriction on block sizing for GPU efficiency. Using equation (2.15)
together with the fact that the smallest resolved structures will be of lattice spacing size, i.e. η ≈ ∆x,
an approximate relation can be found for the domain sizes at different Re

H1/∆x

H2/∆x
=

(
Re1
Re2

)3/4

. (5.8)

From this the channel half-height for the higher Re simulation was calculated. Additionally it was re-
quired that the streamwise length to height ratio was at least as large as the Reτ = 180 domain and
that the number of lattice nodes in the streamwise direction was a multiple of 32 for GPU thread occu-
pation efficiency. The resulting domain sizes are shown in table 5.2, together with the rest of the input
parameters.
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Low Turbulence Simulation High turbulence Simulation
Quantity Lattice Units Physical Units Lattice Units Physical Units
Nx ×Ny ×Nz 256× 128× 128 20× 10× 10 cm 480× 232× 232 20× 10× 10 cm
H 64 5 cm 116 5 cm
Reτ 180 395
Umax 0.1 95.41 mm/s 0.1 231.6 mm/s
ν 1.923× 10−3 1.434 mm2/s 1.4362× 10−3 1.434 mm2/s
gx 4.5741× 10−7 0.5330 mm/s2 2.0619× 10−7 2.567 mm/s2

ρ0 1 103 kg/m3 1 997 kg/m3

Table 5.2: Input parameters for the turbulence benchmark simulations. The lattice quantities are calculated via the methods
described in sections 5.2.1. References to the physical quantities are found in appendix A.

Initial Velocity Field
To initialize the turbulent flow field, a velocity field is constructed from a field of divergence free fluctu-
ations superimposed on a laminar velocity profile. The density field is taken as uniform with ρ0 = 1.
The initial pre-collision distribution function is constructed from the velocity density fields using equation
(3.29). The simulation is run for t+ ≈ 54 to let the flow develop, as was done in [78].

Saving
After the start-up phase, instantaneous velocity fields are saved every 104 ∆t, which corresponds to
t+ ≈ 0.85, for a total of 100 saves. The final distribution function is saved to be used as a starting point
for further simulations with the respective Reτ values.

5.2.2. Low Re Turbulence
This subsection covers the results of the turbulent flow benchmark at Reτ = 180. The DNS of fully
developed turbulent channel flow at Reτ = 180 performed by Kim, Moin and Moser [129] (KMM) is one
of the most widely used benchmark cases in turbulence research. Using an uneven gridspacing they
showed that they could resolve all turbulent scales in their simulation. More recently Zhuo and Zhong
[78] (ZZ) performed an LES-based FMLB simulation of channel flow at the same Reτ . The results of
these two papers will be used to compare the current GPU-FMLB model.

The statistical quantities discussed in section 2.3 were calculated from the 100 instantaneous flow
fields after the simulation finished. The results are shown in figure 5.2.

A good agreement of the mean streamwise velocity (figure 5.2a) to both the results of KMM and the
analytical expressions in the viscous sublayer and the logarithmic layer can be seen in figure 5.2a. An
error of E = 0.053 was found between the current GPU-FMLB model and the data of KMM. This is 3
orders of magnitude lower than u+ itself. This difference is an indication that the current grid spacing
is sufficient to accurately calculate the mean velocity profiles.

Figure 5.2b also shows a good agreement. Total shear stress can be calculated with [129]

τ+t = −τ+Re +Re−1
τ

∂u

∂z
, (5.9)

and for fully developed channel flow this should be straight line, i.e. τ+conv = 1−z/H. KMM use this as a
convergence norm for their simulations. From the figure it is clear that this is satisfied to a good extend
by the current model. An error of E = 0.0028was obtained between the current results and the line τ+conv,
which is 2 orders of magnitude lower than the simulation result, indicating the simulation did indeed
statistically converge. Deviations are largest near the channel wall, where the turbulent structures
become smaller. The error between the current results and τ+Re calculated by KMM is E = 0.0075
where again deviations are most prominent near the wall of the channel.

The turbulent intensities (figure 5.2c) show slight deviations from the results of KMM and ZZ. Com-
pared to KMM the error for the x, y and z components are E = 0.10, 0.022 and 0.020 respectively. The
discrepancy between the current simulation and literature can in part be attributed to the lack of reso-
lution in the wall region. KMM use a variable grid spacing with smaller cells near the walls. Their first
grid cell has a length of z+ ≈ 0.05, where the grid spacing for the current simulation is ∆z+ ≈ 2.8,
making the first cell of the current simulation 28 times longer. The error compared to ZZ for the x, y and
z components are E = 0.074, 0.014 and 0.017 respectively, which is a better agreement than to KMM.
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(a) (b)

(c) (d)

Figure 5.2: Results of the turbulence benchmark at Reτ = 180. (a) shows the mean streamwise profile, (b) shows the
Reynolds stress and total shear stress, (c) shows the turbulence intensities and (d) shows the RMS vorticity fluctuations.

ZZ also attribute their overshoot for the x-component and the undershoot for the y-component in the
near-wall region to the lack of resolution.

Finally the RMS vorticity fluctuations (figure 5.2d) also deviate somewhat from KMM and ZZ. The
errors of the x, y, z components with respect to KMM are E = 0.0066, 0.0071 and 0.0021 respectively.
The errors of the x, y, z components with respect to ZZ are E = 0.0039, 0.0079 and 0.0053 respectively.
The deviations are clearly most prominent near the wall, which can again be attributed to insufficient
grid sizing in this region. Overall the present results show better agreement to KMM than the results
of ZZ, indicating that the present GPU-FMLB scheme better captures the rotating structures than the
LES-based FMLB scheme of ZZ.

5.2.3. High Re Turbulence
To test the performance of the hydrodynamic model at higher Re, a simulation at Reτ = 395 was
performed. Kim, Moser and Mansour (KMM) [130] performed a DNS for fully developed channel flow
at Reτ = 395, which is used as a benchmark for the performance of the current model. Initialisation
and saving was done analogously to the low Re case. The results are shown in figure 5.3.

The mean streamwise velocity for the high Re simulation (figure 5.3a) shows very good agreement
to both the analytical expressions and the results of KMM. The error with KMM is E = 0.076. This shows
that the current model is successful in producing the expected mean behaviour for both low and high
Re turbulence.

The Reynolds and total shear stress (figure 5.3b) also show good agreement to the benchmark
results. Although τ+Re shows a slight underestimation nearing the wall, the result still closely matches
KMM with an error of E = 0.011. The total shear stress, calculated with equation (5.9), shows a linear
profile with small deviations. These deviations were also observed by KMM. They point out these
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Figure 5.3: Results of the turbulence benchmark at Reτ = 395. (a) shows the mean streamwise profile, (b) shows the
Reynolds stress and total shear stress, (c) shows the turbulence intensities and (d) shows the RMS vorticity fluctuations.

deviations are consequence of the finite number samples for constructing the averages. Near the wall
a local dip can be observed, which can be attributed to the lack of resolution in the near wall region
and numerical errors introduced by the derivative near the edge of the domain. The error of τ+t with
the straight line is E = 0.0083.

The turbulent intensities produced in the high Re simulation (figure 5.3c) more closely match the
results from KMM than for the Reτ = 180 case, with errors of E = 0.046, 0.020, 0.020 for the x, y, z-
components respectively. The channel wide overshoot of the x-component, observed in the Re = 180
case, is not present here. The overshoot is still visible in the near-wall region. As the size of the grid
cells relative to the size of the microstructure is approximately equal for the high and low Re case, this
overshoot can again be attributed to a lack of resolution in this region. The difference between the two
cases could be connected to the slight difference in the streamwise domain length. As Re increases
and the microstructure becomes smaller, the correlation between two points separated over a certain
distance also becomes smaller. Because of the periodic boundary conditions and insufficient domain
size each point can, very marginally, influence itself. This combined with the slightly largerNx/Nz ratio
for the high Re can lead to the somewhat better results.

Finally, the RMS vorticity fluctuations (figure 5.3d) also show very good agreement to the results of
KMM. The errors for the x, y, z- components are E = 0.0055, 0.0093, 0.00081 respectively. The trends
are very similar to the low Re case, where the x-component exhibits the most deviation from KMM with
an undershoot near the wall, which can again be attributed to a lack of resolution. The y-component
shows slight overestimation compared to KMM, while the z-component shows very close resemblance
all the way to the wall.
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5.2.4. Turbulence Benchmark Conclusion
This concludes the benchmarking of the GPU-FMLB model for momentum flow in the turbulent regime.
All calculated statistics show very good qualitative agreement to benchmark results for both Reτ =
180 and Reτ = 395. The first order statistics generated by the current GPU-FMLB model match the
results of literature to a good degree. The mean streamwise velocity and the Reynolds stress show
very good quantitative agreement to KMM. The RMS fluctuations of the velocity and the vorticity fields
show more quantitative discrepancies. The streamwise velocity fluctuations show an overshoot of
roughly 10% near the wall, which becomes smaller closer to the channel, for Reτ = 180. The vorticity
fluctuations of the current algorithm actually show better agreement to KMM than the data produced
by ZZ for Reτ = 180. The x and y components show the most deviations and all deviations are most
prominent in the near wall region. As pointed out by ZZ these discrepancies can be attributed to a
lack of resolution compared to the benchmark case. The next section covers the benchmarking of the
GPU-LBM schemes for thermal flow in turbulent channel flow.

5.3. Thermal Benchmark in Turbulent Channel Flow
This section covers the benchmark of the performance of the two collision operators for the total en-
thalpy distribution functions in the turbulent flow regime. During the stability tests presented in section
4.5 it was found the current models can only simulate turbulent flows of fluids with Pr ≤ 0.1, i.e. liquid
metals. Even at low Pr, unexpected temperature fluctuations were observed. To study these fluctua-
tions in more detail, simulations at constant temperature were performed. Section 5.3.1 discusses the
results of these simulations with constant and equal wall temperature in a Reτ = 180 and Pr = 0.025
channel flow. Section 5.3.2 then compares the current results to a DNS performed by Kawamura, Abe
and Shingai [131] for single sided heating in a Reτ = 180 and Pr = 0.025 channel flow.

5.3.1. Constant Temperature
From the stability analysis discussed in section 4.5 it became apparent that both the OTRT and the
thermal FM operator produce unphysical temperature fluctuations. For high Pr these fluctuations be-
came very large, but for lower Pr they kept below the order of 1K. This section aims to show the effect
of these fluctuations on the temperature profile in a Reτ = 180 channel flow with constant and equal
wall temperatures and periodic in- and outflow conditions. Because no temperature differences are
introduced, all deviations from T0 are unphysical.

Initialisation
The flow field was initialized as a fully developed turbulent channel flow at Reτ = 180, taken from the
saved final distribution function of the flow benchmark. To stay below the found stability limit, Pr was
set to 0.025. The initial temperature was set to T0 everywhere and the wall temperatures were kept
constant at T0 = 280. Periodic in- and outflow conditions were implemented for both distributions to

Quantity Value in Lattice Units Value in Physical Units
Nx ×Ny ×Nz 256× 128× 128 20× 10× 10 cm
H 64 5 cm
Reτ 180
Umax 0.1 11.66 mm/s
ν 1.923× 10−3 0.1752 mm2/s
gx 4.5741× 10−7 7.956× 10−3 mm/s2

ρ0 1 1.043× 105 kg/m3

T0 280 280 K
Pr 0.025
αl 0.07695 7.008 mm2/s
λl 1 10.76 W/mK
Cp,l 13.00 146 J/kgK
L 3427 3.85× 104 J/kg

Table 5.3: Input parameters for the turbulent constant temperature simulation. The lattice quantities are calculated via the
methods described in sections 5.2.1 and 4.3.1. References to the physical quantities are found in appendix A.
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eliminate inlet effects. The input parameters were calculated using the methods of section 4.3.1 and
5.2.1. The flow was run for t+ ≈ 17 to let the simulation settle. The size of this interval was determined
from preliminary simulations. The scalar fields were saved every t+ ≈ 0.85 for a total of 100 saves.
The input parameters are shown in table 5.3

Results
The deviation of the mean temperature field from T0 along the channel height is shown in figure 5.4a.
Because the initial temperature was set to T0 and wall temperatures are kept constant at T0, any de-
viation from T0 is unexpected. It can be seen that for both the OTRT and the FM model the mean
temperature shows an overshoot in the channel center. For the FM operator this increase has a maxi-
mum of 0.00578K, while the increase for the OTRT operator is 0.0249K. In the case where temperature
differences on the order of 1K are introduced, these unphysical overshoots are not expected to have a
large influence on the mean temperature profile. This will be further demonstrated in the next section.

The RMS temperature fluctuations of both models are shown in figure 5.4b. Because no tempera-
ture differences were introduced, no temperature fluctuations are expected. Thus the observed fluctua-
tions are unphysical. For both operators the fluctuations are highest near the wall and have a minimum
in the channel center. The shape qualitatively matches the shape of the RMS fluctuations of the velocity
fields. For the FM operator the maximum is 0.0656K, while the maximum is 0.297K for the OTRT oper-
ator. In the case where temperature differences on the order of 1K are introduced, these fluctuations
can become quite significant, as will become apparent in the next section.

Both operators show deviations from the expected behaviour, where the deviation of the OTRT
operator is roughly 5 times as large as for the FM operator. Because the periodic boundary conditions
ensure the elimination of inlet effects and the deviation from T0 at the wall goes to zero it seems these
fluctuations are a direct consequence of the collision operators. For both the mean temperature and
the RMS temperature fluctuations the deviations resemble the shape of the corresponding velocity
field. This indicates the velocity field influences the temperature field to a higher degree than expected.
More research is needed to pinpoint the exact nature of this interaction. Another thing to note is the
slight asymmetry of the mean temperature profile in the channel center, visible for both operators.
Asymmetries like this can be an indication that race conditions arose during the calculations. Careful
deconstruction of the algorithm and non-parallel tests on a CPU should be conducted to completely
eliminate any suspicion of race conditions.

The next section discusses the results of simulations performed of asymmetrical heating in turbulent
channel flow. Results will be compared to a benchmark case from literature. The effect of the observed,
unphysical fluctuations on the expected temperature profiles will be discussed.

(a) (b)

Figure 5.4: Temperature profiles generated by the simulations run with constant and equal wall temperature T0. (a) shows the
difference between the wall temperature and the mean temperature and (b) shows the RMS temperature fluctuations.
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Quantity Value in Lattice Units Value in Physical Units
Nx ×Ny ×Nz 256× 128× 128 20× 10× 10 cm
H 64 5 cm
Reτ 180
Umax 0.1 11.66 mm/s
ν 1.923× 10−3 0.1752 mm2/s
gx 4.5741× 10−7 7.956× 10−3 mm/s2

ρ0 1 1.043× 105 kg/m3

T0 280 280 K
Twall 282 282 K
Pr 0.025
αl 0.07695 7.008 mm2/s
λl 1 10.76 W/mK
Cp,l 13.00 146 J/kgK
L 3427 3.85× 104 J/kg

Table 5.4: Input parameters for the single sided heating in turbulent channel flow simulations.. The lattice quantities are
calculated via the methods described in sections 5.2.1 and 4.3.1. References to the physical quantities are found in appendix A.

5.3.2. Single Sided Heating
The thermal flow model in turbulent flow is further benchmarked in the case of single sided heating.
The results were compared to the results obtained by Kawamura, Abe and Shingai (KAS) [131], who
performed a DNS of single sided heating of a fluid with Pr = 0.025 in a Reτ = 180 channel flow with a
constant wall temperature.

Initialisation
The flow field was again initialized as a fully developed turbulent channel flow at Reτ = 180, taken
from the saved final distribution function of the flow benchmark. Periodic in- and outlet conditions were
implemented for both distributions. After a period of t+ ≈ 17 the bottom wall temperature is set to
Twall = 282K. The top wall is kept constant at T0 = 280K. The flow is left to develop for another
t+ ≈ 17 after which the scalar fields are saved every t+ ≈ 0.85 for a total of 80 saves. The input
parameters are shown in table 5.4.

Results
The results for the mean temperature are shown in figure 5.5a. A reasonable agreement can be seen
for both operators. Note that on linear axes, these profiles would give approximately straight lines. The
FM operator shows an overshoot of the mean temperature in the region very close to the wall, after
which it shows a slight undershoot in the rest of the channel. Overall an error of E = 0.078 is achieved

(a) (b)

Figure 5.5: The mean temperature (a) and the RMS temperature fluctuations (b) as function of channel height for the OTRT
and the thermal FM models compared to the results of [131] the case of single sided heating.
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by the FM operator. The OTRT operator shows an overshoot along in the entire channel. An error of
E = 0.17 was found for the OTRT operator. The influence of the unphysical fluctuations presented in
the previous section is visible here, leading to a larger error for the OTRT operator.

The influence of these extra, unphysical fluctuations becomesmore pronounced when analysing the
RMS temperature fluctuations (figure 5.5b). Here both operators show a significant over estimations,
where the shape of the unphysical fluctuations is clearly visible in the graphs for both operators. The
FM operator shows an error of E = 1.64 and the OTRT E = 6.89. Both of these errors are on the same
order of magnitude as the RMS fluctuations themselves.

To better see the influence of the erroneous fluctuations, a correction was applied. The unphysi-
cal fluctuations were subtracted from the RMS temperature fluctuations produced by the single sided
heating simulations (√

T ′T ′

Pr

)
correction

=

(√
T ′T ′

Pr

)
−

(√
T ′T ′

Pr

)
unphysical

(5.10)

These results are shown in figure 5.6. A large improvement with respect to the graph in figure 5.5b
can be seen for the FM operator. In the region near the wall the FM model still overestimates the
RMS temperature fluctuations. Nearing the center of the channel the fluctuations are now slightly
underestimated. Qualitatively the FM operator now shows reasonable resemblance to the benchmark
results. The error is reduced to E = 0.13. The result of the OTRT operator still shows significant
deviation from the benchmark result both qualitatively and quantitatively. An error of E = 1.21 was
found.

5.3.3. Thermal Benchmark in Turbulent Flow Conclusion
From the thermal benchmark results it can be concluded that both operators work reasonably when
calculating mean quantities and satisfactory results can be achieved. The unphysical fluctuations pro-
duced by the FM operator seem to have less effect on the solution and by correcting for them, a
reasonable agreement of the RMS temperature fluctuations to KAS is achieved. The unphysical fluctu-
ations produced by the OTRT operator have a bigger influence on the physical behaviour produced by
the operator and even after correction the RMS fluctuations are inaccurate. To accurately simulate the
complex interactions of transient freezing in turbulent flows, further research is necessary to eliminate
the unphysical fluctuations from the models. However, preliminary calculations of heat transfer corre-
lations can be performed based on average flow fields. The next section covers such a calculation for
lead-bismuth eutectic flowing turbulently in an asymmetrically heated channel.

Figure 5.6: The corrected RMS temperature fluctuations for single sided heating. The RMS fluctuations obtained from the
simulation at constant temperature (section 5.3.1) were subtracted from the RMS fluctuations found for the case of single sided

heating.
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5.4. Heat Transfer Correlation
Now that the benchmark cases have been discussed and the performance of the model for thermal
flows in turbulent regime has been analysed, the results of a preliminary heat transfer correlation cal-
culation for single sided heating of lead-bismuth eutectic with constant wall temperature is discussed.
Three simulations were performed for each collision operator, with Reτ = [180, 288, 395].

Heat transfer correlations for liquid metals are generally of the form [54]

Nu = a+ bPec, (5.11)

where Pe = RePr is the Peclet number, and the average Nu is implied. As noted by Pacio et al.
[132], very few reliable experimental data are available for heating of liquid metals under constant wall
temperature boundary conditions. In their 2015 review on pipeflows they suggested the correlation
presented by Seban and Shimazaki [133] as an upper limit below which all experimental data they
found, lay

Nu = 5.0 + 0.025Pe0.8. (5.12)

This correlation was later also obtained by Subbotin et al. [134], who conducted experiments with liquid
sodium in pipes for the range 40 ≤ Pe ≤ 1150. This relation is used to compare the results of the current
simulations.

Nu is calculated from the mean temperature field similarly as for the laminar flow case

Nu =
Dh

Twall − Tmc

∂T (z)

∂z

∣∣∣∣
z=0

. (5.13)

The mix-cup temperature and the derivative at the wall are calculated using the same procedure as
described in section 4.3, i.e. equation (4.17) and (4.18) respectively. The mean temperature field
was used, which showed little influence from the unphysical fluctuations. Therefore no corrections
were applied. The obtained Nu values were fitted to the form of equation (5.11) in MATLAB using the
non-linear least squares method, to obtain a heat transfer correlation for LBE flowing turbulently in an
asymmetrically heated channel under a constant wall temperature boundary condition. The overline
on Nu will be omitted for the remainder of this chapter.

5.4.1. Initialisation
The flows are initialised at constant temperature T0 = 500K with a momentum flow profile saved from
earlier non-thermal simulations. The flow parameters are derived using the methods discussed in
section 4.3.1 and 5.2.1. Periodic boundary conditions were implemented for inlet and outlet of both
distributions. The flow was again left to settle for t+ ≈ 17, after which the bottom wall was set to
Twall = 510K. The top wall was kept constant at T0. After the initialisation interval, the scalar fields are
saved every t+ ≈ 0.85 for a total of 80 saves. The input parameters are shown in table 5.5.

5.4.2. Results
The results of the simulations are shown in figure 5.7, where Nu is plotted against Pe. The correlation
presented by Subbotin is plotted as the gray dotted line. The heat transfer correlations calculated by
the current models are shown in the colored dashed lines. The correlation fitted to the data from the
FM operator is given by

Nu = 4.685 + 1.091× 10−9Pe3.571. (5.14)

The obtained Nu values from the FM operator have an error of E = 0.03046 compared to the fit. The
data from the OTRT simulations did not allow a good fit with the form of equation (5.11). The correlation
fitted to the data from the OTRT operator is given by

Nu = 4.45 + 1.142× 10−10Pe3.976, (5.15)

where an error of E = 0.4584 of the data compared to the fit is found.
It is readily observed that the correlations obtained from the present models differ from the correla-

tion presented by Subbotin et al. Compared to the correlation by Subbotin et al. for pipeflow (5.12), the
present results give Nu values which are 15− 30% lower. Moreover, the correlations from the current
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Figure 5.7: Averaged Nusselt number calculated for single sided heating of LBE in turbulent channel flow. The colored dashed
lines show the present correlations. The gray dotted line shows the correlation by Subbotin et al. [134].

LB models show a much stronger dependence on Pe, which is expressed in the correlations as a larger
exponent on Pe.

The fact that the current results are lower compared to (5.12), can be attributed to the difference
between the pipe and channel geometry. Pipe flows exhibit more intense interactions between turbu-
lence structures. This leads to larger turbulence intensities in the wall-normal and spanwise directions
and a larger mean streamwise velocity for pipe flows compared to channel flows [135]. Thus pipe flow
exhibits a stronger convective transport of heat away from the wall and thus higher Nu. This has also
been reported for the case of constant wall heat flux boundary conditions. Seban [136] proposed an
analytical expression for single sided heating of liquid metals in turbulent flow between parallel plates.
As stated by Lyon in [137] this expression gives values for Nu which are ∼ 20% lower compared to val-
ues for turbulent pipe flow. This roughly coincides with the results of the present simulations compared
to (5.12).

The stronger dependence on Pe of the present results can not be readily explained. Correlations
proposed for turbulent channel flow with constant heat flux typically show the same dependence on
Pe compared to pipe flows, i.e. Nu = f(Pe0.8). It is possible that trends shown by the current results,
i.e. Nu = f(Pe3.571) for FM and Nu = f(Pe3.976) are a consequence of the unphysical fluctuations
discussed in the previous sections. As these have only been analysed for Reτ = 180, further research
is needed to reveal the magnitude and the effects of these fluctuations in higher Re flows.
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6
Conclusion

Generation IV nuclear reactors are a vital tool for meeting the future demand of renewable energy. For
the functioning of these systems, heat exchangers are a key component. Heat transfer correlations are
a widely employed tool in safety analysis and reactor design. Experimental and numerical research to
find these correlations for different geometries and working fluids remains an active area of research.
Due to the properties the coolants and possible conditions within the heat exchangers, turbulent flows
and freezing of coolant are feasible. Thus accurate heat transfer correlations covering both turbulence
and freezing are needed. The present work aims to contribute to the current state of knowledge on these
topics by developing a GPU accelerated double distribution function Lattice Boltzmann based model
capable of performing direct numerical simulations of turbulent channel flows incorporating transient
freezing. Two collision operators for the total enthalpy distribution function were implemented and
tested in laminar and turbulent flow regimes. This chapter covers the conclusions drawn from the
conducted research and provides recommendations for further work.

6.1. Conclusion
GPU-DDF-LB Model Implementation
A GPU-DDF-LB model was implemented in Python using the Numba CUDA library. To increase the
efficiency several adjustments were made to the standard CPU-based LB scheme:

• The data structure for the distribution functions and scalar fields were changed to one dimensional
arrays.

• Two data structures were implemented for each distribution function to minimize communication
between the CPU and GPU.

• A pull-in stream method was used to minimize non-local data writing in GPU memory.
• Core occupancy was maximized through adequate grid and block sizing.

It was found that the following boundary conditions produced the best results:

• Periodic boundary conditions on the hydrodynamic inlet and outlet.
• The combination of the inlet condition by Liu et al. [109] and Neumann outlet condition or periodic
conditions for the thermal inlet and outlet.

• The half-way bounce back method for the no-slip condition at the solid walls.
• The anti bounce back method for constant temperature at the solid walls.

The Filter Matrix operator with a D3Q19 velocity scheme was implemented for the density distribution
function. The Optimal-Two-Relaxation-Time operator and the Filter Matrix operator were implemented
with a D3Q7 velocity scheme for the total enthalpy distribution function. The Immersed Boundary
Method was used to achieve zero velocity within the solidified region.

The models ran on an NVIDIA Tesla V100S GPU and achieved speeds of 290 MLUPS and 280
MLUPS for the OTRT and FM implementations respectively. An efficiency of 15% was achieved com-
pared to theoretical maximum performance. These speeds allowed the model to run turbulent simula-
tions within a time frame of several hours up to several days and were thus sufficient for the present

52
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work. However, the low efficiency indicates that much improvement is still possible. An increase of
simulation speed of 300% was found compared to a FM-LB model from literature [78] optimized to run
in parallel on a 16-core CPU .

Laminar Flow
In the laminar flow regime the models showed accurate results compared to analytical solutions. The
models were tested for single sided heating of water in fully developed laminar channel flow. The
well-known Poiseuille flow profile was achieved with a very small error and approximate analytical
expressions forNu as a function Re and Pr were achieved with small errors by both collision operators
for total enthalpy.

The models were also tested for double sided transient freezing of water in laminar channel flow.
The FM operator produced a stable ice layer that matched analytical solution reasonably well. The
OTRT operator produced a more ragged ice layer and unexpected profile. The error with respect to the
analytical solution was significant. Thus it was concluded the FM operator better captures the transient
freezing behaviour of water in a laminar channel flow compared to the OTRT operator.

Stability tests showed that the accuracy and stability of the thermal models deteriorates for higher
values ofRe and Pr. Due to the numerical constraints on the velocity and size of the domain, raisingRe
and Pr entails lowering the viscosity and thermal diffusivity. This generally leads to loss of stability in
LBM simulations. Lowering the maximum lattice velocity has a positive effect on stability, but requires
the increase of simulation time. It was found that the current models were only able to simulate thermal
flows nearing the turbulent regime within a reasonable time frame for Pr on the order of liquid metals.

Turbulent Flow
The benchmarks in the turbulent flow regime showed the GPU-FMLB model for momentum flow was
able to reproduce the first order turbulent statistics with reasonable accuracy. Quantities deviated
slightly from results by Kim et al. [129] [130] in the near wall region, which can be attributed to a lack
of resolution.

The thermal models were found to produce unphysical temperature fluctuations in the turbulent flow
regime. Simulations of turbulent flows in an infinite channel at constant temperature showed that mean
temperature and root-mean-squared temperature fluctuations qualitatively match the shape of the cor-
responding velocity fields, where no fluctuations are expected. The fluctuations were approximately 5
times larger for the OTRT operator compared to the FM operator. In the case of single sided heating
at low Pr, the unphysical fluctuations were found to have only a small effect on the mean temperature
profile, which matched results from literature reasonably well. The RMS temperature fluctuations how-
ever were significantly influenced and results from the present simulations did not match results from
literature. Thus it was concluded the current models only produce accurate results for mean temper-
ature profiles, and the FM model performs better in terms of accuracy and stability compared to the
OTRT operator for simulating turbulent thermal flows.

A preliminary calculation of heat transfer correlations for heating of lead-bismuth eutectic without
freezing was conducted and expressions for Nu as a function of Pe were proposed for both collision
operators. The FM operator was able to be fitted to the expected form with small error. The OTRT
operator did not follow the expected form and only a fit with a large error could be produced. The
obtained correlations lead to lowerNu values and a larger dependence on Pe compared to a correlation
form literature for pipe flow. The first difference can be attributed to the difference in geometry. Similar
results have been reported in literature. The second difference is not readily explained and differs from
results from literature. The effect of the unphysical fluctuations present in the current simulations should
be examined in further detail to make definitive statements on this matter. Due to the inaccuracies found
in the simulation results, simulations of freezing in turbulent channel flow were omitted in the present
work.

6.2. Recommendations
Due to found inaccuracies and stability limits, the current GPU-DDF-LB models were not able to simu-
late transient freezing in turbulent channel flows. The current models are only able to simulate thermal
turbulent flows of fluids with very low Pr, i.e. liquid metals. For higher Pr values simulation results
diverge or large unphysical fluctuations render the results meaningless. Further research is necessary
to improve the models ability to simulate transient freezing in turbulent flows for both liquid metals and
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molten salts. Several possible improvements to the current models are presented here, with the goal
of increasing the computational efficiency of the models and the accuracy of the results.

Computational efficiency
Tests indicate lowering the maximum lattice velocity improves stability. More research is needed to
asses the influence of lattice velocity on the stability of the simulations and the accuracy of the results.
Because this necessitates the increase of total simulation time, future work will benefit from increased
computational efficiency. To this end the following recommendations are made:

• Shared Memory - The implementation of shared memory in the streaming and collision step is
expected to lead to a significant increase in computational speed.

• Structure of Arrays - By changing the data structure of the distribution functions to a separate
array for each population, the memory coalescence can be improved, leading to increase in com-
putational efficiency.

• Combining Streaming & Collision - By changing the order of streaming and collision and com-
bining the two processes into a single kernel, the number of calls to global GPU memory is de-
creased and computational speed is increased. Care should be taken to avoid race conditions.

• Local Grid Refinement - Implementing local grid refinement near the walls will improve the flow
results and lower the memory requirements of the model, thereby increasing simulation speed.

Further Improvements
The results obtained from the OTRT model indicate this operator is not suited for simulating turbulent
thermal flows. Although the FM operator performs better in terms of accuracy and stability, further
improvements to the thermal scheme are needed. To this end, the following possible improvements
are proposed:

• Large Eddy Simulation - By reducing the resolution and implementing an appropriate subgrid
model, the stability and accuracy of the present work could be improved, while also reducing
computational cost by reducing the required resolution. Subgrid models are readily implemented
in LBM [138]. Examples from literature include an FM-based LES-LB model for non-thermal flow
[78] and several MRT-based LES-LBmodels for thermal turbulent flows [139] [140]. An FM-based
thermal LES-LB model has to the authors knowledge not yet been reported and could prove an
improvement to the current models.

• Multiple Relaxation Time Operator - A variety of thermal MRT-based LB models have been
reported in literature, e.g. [141] [142] [143]. Although implementation of the MRT operator is
typically not straightforward, it could improve the accuracy of the current thermal model.

• Alternative Velocity Sets - Increasing the number of populations at each lattice node can in-
crease the accuracy and stability of the models. In their review on LBM applied to nuclear re-
actors [138] Cifuentes et al. mention several works illustrating improved accuracy of the D3Q27
set over the D3Q19 set for momentum flow and in [139] an LES-LB model with a D3Q19 tem-
perature scheme is reported with satisfactory results. These schemes significantly increase the
computational cost per iteration compared to the D3Q7 scheme for thermal flow.
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A
Thermodynamic Properties

A.1. Water

Property value source
ρ 103 kg/m3 https://www.engineeringtoolbox.com/
ν 1.434 ×10−6 m2/s https://www.omnicalculator.com for water at 280K
α 1.4558 ×10−7 m2/s https://www.omnicalculator.com for water at 280K
λl 0.607 W/mK https://www.omnicalculator.com for water at 280K

λs 2.259 W/mK
https://www.engineeringtoolbox.com/ice-thermal-

properties-d_576.html for water at 268.15K
Cp,l 4182 J/kgK https://www.omnicalculator.com for water at 280K

Cp,s 2090 J/kgK
https://spacemath.gsfc.nasa.gov
/weekly/92Mod11Prob2.pdf

L 334× 103 J/kg https://www.omnicalculator.com
Tl = Ts = Tf 273.15 K https://www.engineeringtoolbox.com

A.2. Lead-bismuth Eutectic

Property value source
ρ 1.0434× 104 kg/m3 [A]
ν 2.1393× 10−7 m2/s [A]
α 7.008× 10−6 m2/s [A]
λl 10.75975 W/mK [A]
λs 4.0 W/mK [C]
Cp,l 146 J/kgK [B]
Cp,s 140 J/kgK [B]
L 38.5× 103 J/kg [A]

Tl = Ts = Tf 398.15 K [A]

• A : Fazio, C., Sobolev, V. P., Aerts, A., Gavrilov, S., Lambrinou, K., Schuurmans, P., ... & Hwang,
I. S. (2015). Handbook on lead-bismuth eutectic alloy and lead properties, materials compatibility,
thermal-hydraulics and technologies-2015 edition (No. NEA–7268). Organisation for Economic
Co-Operation and Development.

• B : Wang, L., Zhang, Y., Huang, R., Li, Q., Peng, T., & Hong, G. (2020). Measurement and
analysis of specific heat capacity of lead-bismuth eutectic. Progress in Nuclear Energy, 123,
103284.

• C : https://www.americanelements.com/bismuth-lead-alloy
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B
Ice Layer Development

This appendix shows the ice layer at different times for the laminar freezing simulations with the FM
operator. Together with the ice height the flow profile 10 lattice nodes before the inlet is shown.

(a) (b)

(c) (d)

(e) (f)

Figure B.1
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